Composition and Manufacturing Effects on Electrical Conductivity of Li/FeS₂ Thermal Battery Cathodes
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Li/FeS₂ thermal battery performance relies on high electrical conductivity in the cathode at operating temperatures,¹ a property influenced by the cathode microstructure. This microstructure experiences deformation, or “slumping,” when the battery is thermally activated and the electrolyte melts. Stresses from uniaxial compression redistribute between electrolyte and Fe₅S₇ particles as electrolyte undergoes a phase change, rearranging the cathode microstructure. From transport considerations, we assume the cathode microstructure is a three-dimensional (3D) bicontinuous network consisting of (1) fully connected solid, electrically conductive Fe₅S₇ particles and (2) a phase consisting of the electrolyte, binder, lithiating agent, and pore space (EBLP). This composite material’s effective electrical conductivity depends on the ability to transport electrons through the connected Fe₅S₇ network.

Ongoing research emphasizes critical links between manufacturing processes, microstructural details, material properties, and performance.² For decades, researchers have explored aspects of the process-microstructure-property-performance relationship for Fe₅S₇ cathodes.³–⁴ However, the link between these aspects remains unexplored with respect to the pressed-powder thermal battery system. Currently the method used to manufacture pressed-powder Fe₅S₇ cathode pellets applies empirically-determined parameters. Without a more fundamental and integrated understanding of the interactions between manufacturing, microstructure, properties, and performance, further progress will be limited.

In this paper, we analyze the relationship between composition, manufacturing, microstructure, and electrical conductivity for thermal battery cathodes. We apply techniques from previous studies, such as microcomputed tomography (MicroCT) for three-dimensional (3D) microstructure characterization⁵–¹³ of highly irregular geometries for use in numerical models.¹⁶–¹⁹ Our approach differs from prior research on Fe₅S₇ thermal battery cathode materials because we perform an integrated investigation of the process-microstructure-process-performance relationship without relying on empirical data.

**Experimental**

Pellet manufacturing.—Li/FeS₂ cathode pellets were manufactured varying three pellet material and processing parameters: Fe₅S₇ particle size distribution (including [i] 32–38, [ii] 38–45, and [iii] 45–53 µm); Fe₅S₇:EB (electrolyte and binder) weight ratio (including [i] 2.3, [ii] 2.9, and [iii] 3.9); and pellet density (including [i] 2.76, [ii] 2.91, and [iii] 3.06 g/cm³). Minitab²⁰ was used to perform a design of experiments (DOE) to select parameter combinations from predetermined manufacturable values. Application of Minitab’s D-optimality criteria for optimal design decreased the DOE from 27 combinations to nine of the most statistically important combinations.

Raw Fe₅S₇ powder from a natural source was sent to Union Process, Inc. (Akron, OH), for particle size reduction with a batch dry grind process. After particle size reduction, particles were separated by size when sieved for 35 minutes with a stack of ASTM E11 sieves (Gilson Company, Inc., Lewis Center, OH) and a W.S. Tyler RO-TAP Sieve Shaker (W.S. Tyler, Mentor, OH). The sieved powder fractions were separated and baked in a vacuum oven (Binder, Tuttingen, Germany) at 103 °C for 16 hours plus several hours for the oven to cool after venting. After bakeout, all powder preparation, pellet manufacturing, and sample assembly occurred in a dry laboratory maintained at low humidity (maximum 750 ppm water, or ~23 °C frost point). Samples from the sieved powder fractions underwent particle size analysis with sonication in water at Union Process using a Microtrac Inc. S3000/S3500 laser diffraction particle size analyzer (Microtrac, Montgomeryville, PA). The Fe₅S₇ particle size distributions measured with laser diffraction differed from the distributions we expected from the sieve openings sizes. Because sonication in water likely broke up observed Fe₅S₇ particle agglomerations prior to laser diffraction measurements, our analyses of conductivity measurements apply the distributions expected from sieve openings.

The Fe₅S₇ powders were combined in a TurbulaT2F (Willy A. Bachofen AG Maschinenfabrik, Muttenz, Switzerland) mixer with electrolyte and binder (EB) and lithiating agent powders to create three Fe₅S₇:EB weight ratios. The EB powders included 45/55 wt % LiCl/KCl eutectic electrolyte and MgO binder (Merck), and the lithiating agent was Li₂O (Sigma-Aldrich, St. Louis, MO). Combined powders (Fe₅S₇+EB+Li₂O) were fused and then manually broken up and sieved through a No. 60 sieve with 250 µm opening size.¹² Fused powders were cold-pressed into 3.15 cm diameter cylindrical pellets with a Wabash 50 ton hydraulic press (Wabash MPI, Wabash, IN). Powder and pellet masses were measured with a Mettler AE 240 balance (Mettler-Toledo, LLC, Columbus, OH). However, the achieved pellet densities did not precisely meet target values due to experimental limitations. For this reason, measured densities were applied in all analyses, rather than target values.
Electrical conductivity measurements.—Impedance spectroscopy (Solartron SI 1287 Electrochemical Interface and Schlumberger SE 1255 Frequency Response Analyzer, AMETEK, Inc., Berwyn, PA) was applied to determine the electrical conductivity of each cathode using a parallel configuration through the pellet thickness, where individual pellets were sandwiched between two stainless steel electrodes and uniaxially compressed. Impedance spectroscopy settings included 10 mV peak to peak voltage input from 10 kHz to 1 Hz, controlled using commercial software.22 Cathode temperature was controlled and measured with a Honeywell temperature controller (Honeywell, Morristown, NJ), and a weight stage applied 831 kPa of uniaxial pressure. Negligible inductance and capacitance permitted use of the Z′ intercept to determine sample resistance at low frequency. Electrical conductivity was calculated from each pellet’s resistance with adjustments for the cathode geometry.

Cathode impedance measurements of solid-state pellets were taken before and after slumping. Slumping was induced by heating each cathode to 500 °C for two minutes under compression in the parallel configuration, immediately followed by cooling and resolidification. The impedance was measured when cathodes were brought to thermal equilibrium at either 25, 100, or 200 °C.

Microstructure Representation

Because we sought to model as much of the 3D microstructure of highly irregular FeS2 particles as possible, we chose to develop experimental microstructure representations using MicroCT for characterization. We characterized pre- and post-slumped samples of each pellet type with a ZEISS Xradia 520 Versa 3D X-ray microscope (Carl Zeiss Microscopy GmbH, Jena, Germany) and achieved approximately 0.1 mm3 volumes with 0.5 μm pixel size as shown in Figure 1a.

Figure 1 illustrates the workflow to generate microstructure representations from 3D MicroCT images using Avizo software.23 First, 2D slices were reconstructed into a 3D volume by importing the slices as a stack of TIFF files into Avizo (Figures 1a and 1b). The microstructures were binarized using Avizo’s Watershed algorithm (Figure 1c). The two phases included an electrically conductive phase (FeS2) phase and a far less conductive phase (electrolyte, binder, lithiating agent, and EBLP). Subtraction of the EBLP phase isolated the FeS2 and a far less conductive phase (electrolyte, binder, lithiating agent, and pore, or EBLP). Figure 2 also illustrates application of boundary conditions to the cathode microstructure. We applied a constant voltage on outer surfaces normal to the x-axis. On the outer surfaces normal to the y-axis, the voltage increases from 0 V to 1 V.
A forward stepwise regression was used to determine the most significant terms from Equation 3 for each dataset, and insignificant terms were eliminated.

To quantify the sensitivity of conductivity to each input variable, the terms remaining in Equation 3 were differentiated with respect to each variable, then scaled by the mean value of that variable and the mean conductivity. This results in the sensitivity expression:

\[ S(v) = \frac{\partial \sigma}{\partial v} \frac{\sigma_{\text{mean}}}{v_{\text{mean}}} \]  

where \( v \subseteq \{\rho, \alpha, \phi, T\} \).

For experimental calculations, the mean conductivity was from the 25 °C measurements. Scaling by \( \sigma_{\text{mean}} \) and \( v_{\text{mean}} \) was necessary to compare experimental and simulation sensitivities, since the simulation results depend on the specified conductivities and \( \sigma_{\text{FeS}_2} \) can vary widely.27

**Results and Discussion**

The results of all experiments, simulations, and regression analyses are presented in Figures 4–6. Figure 4 shows the effects of processing, composition, and temperature on the experimental electrical conductivity before and after slumping. Prior to slumping (Figures 4a–4c), conductivity increased with temperature, density, and \( \text{FeS}_2 \) composition. After slumping (Figures 4d–4f), the mean conductivities increased overall and continued to increase with temperature. However, overlapping standard deviations indicate significant variability among replicates.

The simulation results are depicted in Figure 5 and are plotted with respect to spatial densities that were approximated by the volume of \( \text{FeS}_2 \) and EBLP present in each computational domain. The effective conductivity is shown divided by \( \rho_c \) and \( v_c \) by the electrical properties selected for the model (see “Model physics” in the Appendix). In the preslumped data (Figure 5a) from FEM simulations, no trend due to processing or composition parameters is visible, and the results appear random. However, a relationship between density and conductivity appears in the postslumped results (Figure 5b). More data could help to determine the strength of this relationship. Temperature dependence was not included in the simulations because the electrical conductivity of natural \( \text{FeS}_2 \) can vary widely at a single temperature,27 and characterization of raw \( \text{FeS}_2 \) electrical properties was not included in this research.

Lastly, Figure 6 illustrates the sensitivity of the regression results to each studied parameter. From the sensitivity analysis (Equation 4), the most important preslump experimental parameters (Figure 6) include density and temperature, followed by particle size distribution and composition. The most important postslump simulation parameters (Figure 6) are density and particle size distribution. Sensitivity analyses of the postslump experimental data and the preslump simulation data are not provided because a statistical analysis revealed poor predictive value, as measured by residual plots and \( R^2 \) values.

The results from the preslump experimental data and its associated sensitivity analysis correlate well. Figures 4a–4c and 6 both show clear effects due to density, composition, and temperature. These trends make sense. Conductivity increased with density because greater density should increase contact between particles, allowing better conduction of electricity through the microstructure. Similarly, greater \( \text{FeS}_2 \) content, indicated by a higher \( \text{FeS}_2:\text{EB} \) weight ratio, provided more conductive particles available for electrical conduction. The conductivity increase with temperature was expected due to the semiconducting properties of \( \text{FeS}_2 \). As temperature increases, greater thermal energy excites an increasing population of electrons across the conduction band.28 The effect of the last parameter, the \( \text{FeS}_2 \) particle size distribution, is unclear from visual inspection of Figures 4a–4c. However, the sensitivity analysis reveals its importance in Figure 6. The trend here shows that conductivity decreases with increasing mean particle size. Within a domain of constant volume, which is the case here, increasing particle size reduces contact area between conductive particles, but as the particle radius decreases, more contact area is possible. Greater interparticle contact improves the number of
Figure 4. Mean electrical conductivity of experimental data for preslumped samples at (a) 25, (b) 100, and (c) 200°C, and postslumped samples at (d) 25, (e) 100, and (f) 200°C. Variables included particle size distribution ($\alpha$), FeS$_2$:EB weight ratio ($\phi$), and pellet density ($\rho$). Error bars represent standard deviations, calculated from triplicate samples.

Figure 5. Effective electrical conductivity relative to FeS$_2$ of (a) preslumped and (b) postslumped simulations. Error bars represent standard deviations expected for this domain size,31 discussed under “Domain Volume” in the Appendix.

Figure 6. Plot of sensitivity results (Equation 4) from preslump experiments and postslump simulations.

electron transport pathways and increases conductivity. The experimental preslump results reveal links between the composition and processing parameters, the microstructure, and physics relevant for the property of electrical conductivity.

In contrast, the preslump simulation results (Figure 5a) show little change in the effective electrical conductivity due to composition or processing variables. These results do not agree well with the preslump experimental results (Figures 4a–4c) and produced a statistically weak regression model for sensitivity analysis. Yet, the purpose of the mesoscale simulations was to probe effects of processing and composition on microstructures derived directly from the tested samples. Because the simulations and experiments did not predict the same behavior, we sought to understand the discrepancies between the two
FeS$_2$ can occur within minutes of exposure to oxygen or moisture,$^{29}$ FeS$_2$ particles to remove oxide layers prior to pellet formation, and at one temperature.$^{27}$ We know little about the source and chemical particle contact resistance. The highly variable postslump experimental results (Figures 4d–4f) show that the effect of processing and composition, within the ranges tested, appears erased after slumping. This variability led to a statistically weak regression model for sensitivity analysis. We hypothesize that such variability may be due to exposure of oxidized FeS$_2$ particle surfaces to molten electrolyte during slumping. During manufacturing, the FeS$_2$ was exposed to oxygen, and prior to bake-out, the powder was also exposed to ambient humidity. Oxidation of FeS$_2$ can occur within minutes of exposure to oxygen or moisture,$^{29}$ so it is possible that oxide layers formed on the FeS$_2$ particles, and the preslump conductivity results were more consistent due to contact between particles with oxide layers. During slumping, exposure of the molten electrolyte to the FeS$_2$ particles may have removed the oxide layers from FeS$_2$ particles. If this is the case, after slumping, clean FeS$_2$ particle surfaces were in physical contact during measurements. Because the cathode conductivity results showed significant variability among replicates, this suggests that the conductivity may have been impacted by minor and trace elements within FeS$_2$ which can cause the conductivity of natural FeS$_2$ to vary by four orders of magnitude at one temperature.$^{27}$ We know little about the source and chemical composition of the FeS$_2$ used, but better characterization, cleaning of FeS$_2$ particles to remove oxide layers prior to pellet formation, and maintenance in an inert atmosphere, could help evaluate the validity of this hypothesis. Whether it is true, the effect of confounding variables is apparent and was enhanced by the slumping process.

Visual inspection of Figure 5b indicates that simulations of postslump cathode pellets provided far less noisy results, but the link between the parameters tested and conductivity is unclear. A slight upward trend of conductivity with density is seen, however confirmation with more data would be helpful. The associated sensitivity analysis, plotted in Figure 6, unmasks the links between density, FeS$_2$ particle size distribution, and electrical conductivity, where the conductivity is most sensitive to density. Density and particle size distribution were also found important in the sensitivity analysis of the experimental preslump data, though the sensitivity values differ by two orders of magnitude. Figure 5b also illustrates that the influence of FeS$_2$:EB weight ratio was not found to be significant in the sensitivity analysis of postslump simulations. Temperature was not significant because it was not a variable in the simulations.

The sensitivity analysis results for the postslump simulations show that the applied simulation method can be a useful tool to study the process-microstructure-property relationship for thermal battery cathodes. Using this simulation method, combined with a sensitivity analysis of a regression model, we observed effects of composition and processing on the microstructure and electrical conductivity after slumping, when experimental results were inconclusive. However, important limitations discussed throughout the Appendix prevented clear results in the preslump simulations, when the experimental results were more consistent. This suggests that the postslump representative geometries were overall more robust in the simulations than preslump geometries, possibly because of microstructural changes induced by slumping. More effort remains to obtain experimentally validated simulations for greater predictive value of the link between processing, microstructure, properties, and performance for thermal battery cathodes before and after slumping.

With respect to thermal battery performance, our results suggest that when a LiFeS$_2$ thermal battery heats prior to activation, the thermal dependence of FeS$_2$’s electrical properties should make the cathode increasingly conductive, even before the electrolyte melts. When the electrolyte melts and slumping occurs, we expect that the cathode’s electrical conductivity will increase further due to changes in the cathode that decrease resistance. This could improve battery performance. The magnitude of this effect is unknown because the effect of slumping when the electrolyte is molten was not studied, but we did observe increased electrical conductivity at all temperatures in the postslump experimental results, even among the noise. In addition, a lack of uniform FeS$_2$ properties could impact performance. These observations could help improve thermal battery design and performance.

Conclusions

Using impedance spectroscopy and sensitivity analysis of a regression model, we found that the most influential composition and processing parameter on experimental preslump electrical conductivity is density, followed by the FeS$_2$ particle size and the weight ratio of FeS$_2$ to EBLP. These results suggest that the microstructure, shaped by processing and composition parameters, drives the electrical conductivity prior to slumping. Temperature also strongly influences the conductivity due to the semiconducting properties of FeS$_2$.

Highly variable postslump results suggest that conditions during slumping obscure or erase the influence of composition and processing parameters on the microstructure and electrical conductivity. We speculate that other factors affecting the electrical conductivity of FeS$_2$ dominate after slumping. As a semiconductor, the electrical conductivity of FeS$_2$ depends on temperature, minor and trace elements,$^{27}$ and oxidation.$^{29}$ We hypothesize that the FeS$_2$ particles, exposed to oxygen and ambient moisture during processing, may be coated in molten salt removes the oxide layer from FeS$_2$ particles, increasing the impact of minor and trace elements in the FeS$_2$ on the cathode electrical conductivity as cleaned FeS$_2$ surfaces come into contact. Further work, particularly chemical analysis of the FeS$_2$ powder, is necessary to verify this hypothesis.

We also demonstrated that the microstructure of the electrically conductive phase (i.e., FeS$_2$ particles) can be extracted using MicroCT for reconstruction into a representative geometry for mesoscale simulations with CDFEM. Characterization and computational limitations likely prevented steady-state simulations of preslump cathodes from comparing well with experimental results. However, postslump simulations combined with sensitivity analysis of a regression model revealed the influence of density and particle size distribution on the effective electrical conductivity, a trend similar to preslump experimental results. A trend such as this was impossible to see among highly variable postslump experimental results. The difference between experimental and computational results suggests that both methods require improvement and provide many opportunities for future research.

The results we presented reveal important challenges in the combined experimental and computational investigation of the link between processing, composition, microstructure, and the electrical conductivity of pressed-powder LiFeS$_2$ thermal battery cathodes. However, this work remains a step toward a more fundamental and integrated understanding of the process-microstructure-process-performance relationship.
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Simulation verification studies performed on cathode representative geometries indicate that the simulation results were sensitive to (1) the characterization and reconstruction method, (2) mesh resolution, (3) the simulation domain size, and (4) model physics. Studies of each of these factors and their results will be discussed throughout the following sections.

Characterization and reconstruction.—We studied microstructure reconstruction quality by comparing experimental and computational outcomes for FeS$_2$ particle size distributions and volume fraction. Figure A1 shows a comparison of experimentally-determined and computationally-measured particle size distributions for one pellet type. As discussed in “Pellet manufacturing,” the experimental particle size analysis included laser diffraction with sonication in water. For the computationally-measured particle size analysis, particles from the binarized reconstruction were separated and measured using Avizo. The computational results show a volume distribution similar to the experimental results, but particles smaller than 10 $\mu$m did not appear in the reconstructed distribution. This is likely due to (1) agglomerated particles appearing as one “particle” when characterized by MicroCT yet shown separately in laser diffraction results due to sonication; (2) insufficient MicroCT resolution for the smallest particles, because 0.5 $\mu$m pixels are insufficient to resolve features of comparable size; and (3) sensitivity of the reconstruction to image processing settings.18

We also compared each microstructure reconstruction’s FeS$_2$ volume fraction with its experimental volume fraction, calculated from the pellet mass, volume, and chemical composition. Figure A2 illustrates the relative error of the volume fraction, calculated by comparing the volume fractions from the Watershed segmentation (binarization), surface mesh, and CDFEM mesh, to the experimental values. The binarization results were sensitive to the Watershed algorithm settings, and as the plot shows, the binarization volume fraction deviated from the experimental volume fraction by $\pm$5%, with a mean relative error of $\pm$1.4%. The mean relative error suggests that binarization led to volume loss for most reconstructions, which is particularly significant if this occurred where particles connect. Binarization was followed by surface meshing. The surface mesh step included smoothing algorithms that were selected for efficient mesh generation. Since the mean error calculated from comparison of the surface mesh and binarization volume fractions was $\pm$1.8%, application of the smoothing algorithms caused volume loss in all but one reconstruction. Smoothing may have significantly filled small holes or gaps in the single reconstruction that experienced volume added. The overall relative error due to smoothing, calculated with respect to the experimental volume fraction, was within $\pm$10% with a mean of 3.1%.

Finally, application of CDFEM further altered the volume fraction because the background mesh resolution was insufficient to preserve fine features in the surface mesh, such as small particles or small gaps between particles, and further mesh refinement was not possible due to memory limitations. At the finest mesh resolution, the problem size was was 1.25 $\times$ 10$^6$ nodes and 10$^6$ elements. An initial simplification made in the model physics was the electrical conductivity ratio selected for FeS$_2$ and EBLP. Literature values indicate that the electrical conductivity of FeS$_2$ at a single temperature can vary by four orders of magnitude (0.2 $\leq \sigma \leq 5623.2$ S/cm) at 298 K.33 and not all solid-state electrical conductivities for EBLP components are currently available, so they were approximated as insulators ($\sigma \leq 10^{-13}$ S/cm). With these considerations, the $\sigma_{FeS_2}/\sigma_{EBLP}$ ratio could lie between $10^{16}$ and $10^{18}$. We sought to simplify the problem by testing a wide range of $\sigma_{FeS_2}/\sigma_{EBLP}$ ratios ($10^6$, $10^7$, $10^8$, ... $10^{13}$) on a simulation with a simple cubic unit cell with overlapping particles. Then, we calculated the relative error of each simulation’s effective conductivity with respect to the simulation with a $10^{13}$ ratio, which was the most conservative ratio from the literature value approximations. We achieved relative

The outcome of these verification studies demonstrate a challenging balance between MicroCT resolution, image processing, and meshing during preparation of polydisperse, irregularly-shaped geometries for simulation.

Mesh resolution.—A verification exercise was performed on one cathode reconstruction to determine how background mesh resolution affects the quality of simulation results. The mesh refinement study results indicated that the finest achievable background mesh size was was 1.25 $\mu$m for a 0.027 mm$^3$ domain, the element size and domain volume used for all simulations described in the main text. Memory limitations prevented us from achieving a finer mesh, even with 1 TB of memory on each high performance compute server. We also observed first-order convergence for the effective conductivity results, but a lack of convergence for measurements of the FeS$_2$ volume fraction and surface area when compared to measurements of the surface meshed microstructure. The lack of convergence for the microstructure measurements suggests that even the most resolved background mesh was insufficient to retain small features, such as gaps and particles, thus altering the microstructure represented by the conformal mesh. This affects the particle surface area, volume, volume fraction, particle contact area, and could ultimately affect the conductivity if the connectivity of the network changes significantly.

Domain volume.—We performed a study of simulation domain volume on one reconstruction using two different sets of boundary conditions to observe volume effects on the effective conductivity results. We roughly followed a method from Kain et al.,31 where simulations on multiple spatially randomized domains of various sizes are used to calculate a representative volume element (RVE) for a given property, as well as the error expected for a certain domain size. For this study we applied Dirichlet and Neumann boundary conditions to obtain upper and lower effective electrical conductivity limits for our microstructure,32 respectively. We determined that greater error results from the domain size than from Dirichlet vs. Neumann boundary conditions. The domain volume study revealed that results from the 0.027 mm$^3$ domain led to nearly 9% relative error. This may be due to the large regions, or pockets, of EBLP appearing in Figure 1, which are very large compared to the full domain. To achieve 1% relative error, the domain volume must be increased to approximately 0.310 mm$^3$. The effective conductivities obtained with this simulation domain size are not truly representative of the microstructure. A 3D microstructure characterization large enough to provide a representative volume element, combined with resolution fine enough to capture the smallest features, exceeds our current imaging and computational capabilities.

Model physics.—An initial simplification made in the model physics was the electrical conductivity ratio selected for FeS$_2$ and EBLP. Literature values indicate that the electrical conductivity of FeS$_2$ at a single temperature can vary by four orders of magnitude (0.2 $\leq \sigma \leq 5623.2$ S/cm) at 298 K.33 In addition, the electrical conductivity of MgO, the binder in EBLP, can vary by eight orders of magnitude at a single temperature ($10^{-16}$ $\leq \sigma \leq 10^{-8}$ S/cm at 298 K).18 and not all solid-state electrical conductivities for EBLP components are currently available, so they were approximated as insulators ($\sigma \leq 10^{-13}$ S/cm).34 With these considerations, the $\sigma_{FeS_2}/\sigma_{EBLP}$ ratio could lie between $10^{16}$ and $10^{18}$. We sought to simplify the problem by testing a wide range of $\sigma_{FeS_2}/\sigma_{EBLP}$ ratios ($10^6$, $10^7$, $10^8$, ... $10^{13}$) on a simulation with a simple cubic unit cell with overlapping particles. Then, we calculated the relative error of each simulation’s effective conductivity with respect to the simulation with a $10^{13}$ ratio, which was the most conservative ratio from the literature value approximations. We achieved relative
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Figure A1. Comparison of laser diffraction and reconstruction FeS$_2$ particle size distributions for one pellet type. For the laser diffraction particle size distribution, “Size” was determined by light scattering techniques. For the distribution of the reconstructed, binarized, and separated particles, “Size” refers to the minimum Feret diameter.

Figure A2. Relative error of the FeS$_2$ volume fraction, calculated with respect to experimental volume fractions.
error <0.001 when \( 10^3 \leq \sigma_{FeS_2}/\sigma_{EBLP} \leq 10^6 \). For this reason, we chose to simplify the problem without adding significant error by using the ratio \( \sigma_{FeS_2}/\sigma_{EBLP} = 10^3 \). It is critical to note that the absolute values of the conductivities used in the simulations do not matter, only the FeS\(_2\):EBLP conductivity ratio. The resulting effective conductivity can be scaled to any absolute value by uniformly scaling the input parameter conductivities. For these simulations we used \( \sigma_{FeS_2} = 101/(\Omega \text{m}) \) and \( \sigma_{EBLP} = 0.011/(\Omega \text{m}) \). Because we assumed steady state and a single temperature in our model setup, we treated these conductivities as constants.

In addition to each phase’s electrical conductivity, in the simulations we treated the microstructure as a bicomposite material with uniform properties throughout each phase, unaffected by interparticle contact resistance or variable material properties that could be due to environmental factors (e.g., oxidation layers and contaminates). The lack of consistency between experimental and simulation results indicates that more complex model physics could be helpful, but the starting point should be improvement of the factors discussed earlier in this appendix.
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