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Twenty-five years of innovation for our nation

Throughout history, imagination and the capacity to dream have always driven great scientific
and technological leaps forward. This results from stepping outside the boundaries imposed by

mainstream scientific thinking, and partly from an ability to anticipate the future and what it may
demand of us.

The Atomic Energy Act of 1954 provided the basis for U.S. Department of Energy (DOE) national
laboratories to do just this—respond rapidly to research challenges and developments at the

cutting edge of science and technology, all while nurturing the best and brightest minds in science,
engineering, and technology.

To help re-energize scientific, technological, and engineering excellence at our national laboratories,
the National Defense Authorization Act of 1991 authorized the laboratories to devote a relatively
small portion of their research budget to “work of a creative and innovative nature...for the purpose of
maintaining the vitality of the laboratories in defense-related scientific disciplines.” Since then, this effort
has been formally called Laboratory Directed Research and Development (LDRD).

Currently directed by DOE Order 413.2C, LDRD continues to be an important mechanism for our

national laboratories to anticipate, innovate, and deliver solutions for the most difficult and significant
scientific and technical challenges facing our nation.

For the National Nuclear Security Administration (NNSA) laboratories, such as Sandia, LDRD is the
single most important source of internal investment in the future, and allows Sandia to:

e Maintain the scientific and technical vitality of the Laboratories

e Enhance the Laboratories’ ability to address current and future DOE/NNSA missions
e Foster creativity and stimulate exploration of forefront science and technology

e Serve as a proving ground for new concepts in research and development

e Support high-risk, potentially high-value research and development
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Juan Elizondo Decanini holds two compact, high-voltage nonlinear transmission lines. Juan leads a
project to exploit nonlinear behavior in materials—behavior that’s usually shunned because it’s so
unpredictable. (173182)

Kristina Czuchlewski is principal investigator for the 26-member PANTHER team, which has
accomplished a number of breakthroughs in rethinking how to compare motion and trajectories;
developing software to represent remote sensor images, couple them with additional information,
and present them in a searchable form; and conducting fundamental research on visual cognition.
(165535)

This playground structure represents a larger-than-life nanoporous metal organic framework (MOF)
to this Sandia National Laboratories research team of (clockwise from upper left) Michael Foster,
Vitalie Stavila, Catalin Spataru, Francois Léonard, Mark Allendorf, Alec Talin and Reese Jones. The
team made the first measurements of thermoelectric behavior in a MOF. (180898 )

Judit Zador’s KinBot code looks for 3D structures in chemical reactions to automatically make
predictions about behavior of potential reactions in combustion for a given molecule. With these
predictions, scientists can identify the rates at which relevant reactions take place, information that
is critical to understanding combustion. (153342)

Ryan Davis and Sandia National Laboratories colleagues have developed a method to recycle critical
and costly algae cultivation nutrients phosphate and nitrogen. (165714)
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PROGRAM OVERVIEW

A message from Sandia’s Chief Technology Officer

On Nowv. 5, 1990, President George H.W. Bush signed the National Defense Authorization Act for
Fiscal Year (FY) 1991, establishing the Laboratory Directed Research and Development (LDRD)
program. The act authorized Department of Energy laboratories to allocate a portion of their budgets
toward innovative research and development that serves to maintain their scientific and technical
vitality.

At Sandia, LDRD-funded work has been a major contributor to scientific understanding and
technological advances. Our researchers work together across a broad spectrum of disciplines,
collaborating to advance the frontiers of science and engineering in ways that are critical to Sandia’s
seven national security mission areas, which range from ensuring the safety, security and reliability of
the U.S. nuclear stockpile to securing a sustainable energy future.

LDRD is an essential component of Sandia’s strategy for sustaining and developing the world-class
science, technology, and engineering capabilities needed to respond rapidly to evolving national
security needs as they arise. LDRD research has contributed to scientific and technical advancement
at a level that far exceeds what would be expected from a program of its size, less than 6% of Sandia’s
FY 2015 budget.

Over the past 25 years, Sandia’s LDRD program has produced significant advances in areas such as
microelectronics, materials science, defense, and advanced radar. These achievements, along with
significant intellectual impacts—e.g., highly cited
peer-reviewed publications, patents, professional
society fellowships and awards, and R&D 100 Awards
—demonstrate how Sandia’s LDRD investments shape
the scientific landscape and impact the state-of-the-art
technologies for national security.

The LDRD program has played and continues to play
acritical part in Sandia’s ability to attract outstanding
engineers and scientists, by creating an invigorating
and productive research environment. The program
has been particularly valuable in recent years as
Sandia recruits and trains a new generation of talented
scientists and engineers. LDRD is a critical tool in
attracting highly sought-after top talent to the Labs.

Each year, researchers across Sandia submit proposals
for creative, forward-looking R&D projects that have
the potential to greatly benefit our national security
mission. In this report, you will find descriptions of
each of the projects funded in FY 2015, as well as more
information on Sandia’s LDRD program.

Rob Leland
Chief Technology Officer
Vice President, Science & Technology
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A Snapshot of Sandia’s LDRD Program

Sandia National Laboratories, like all DOE/NNSA laboratories, is charged with working on tough
technical problems on behalf of the nation. Sandia’s LDRD program is an essential element of

the Laboratories’ intent to provide “exceptional service in the national interest.” As Sandia’s sole
discretionary R&D program, LDRD is foundational, leading-edge R&D that nurtures and enhances
core science and engineering capabilities, supports national security missions, and leads to the
creation of new capabilities.
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Program Structure

Sandia’s research strategy arises from its laboratory strategy and is organized through program
elements known as Investment Areas, each of which is focused on discipline- or mission-based
research priorities set by upper management. The LDRD program elements mirror this structure.

The Research Foundation Investment Areas provide cutting-edge foundational support for all of
Sandia’s strategic national security missions. Mission Foundation Investment Areas create and
nurture the ability to provide innovative solutions for NNSA, DOE, and other Federal agencies.

RESEARCH FOUNDATIONS

Investment Area Mission Impact and/or Laboratory Capability

Bioscience Analyze, understand, and control the functions of biological systems in order to
reduce global chemical and biological dangers and secure a sustainable energy future.

Computing & Advance the state of the art in computer and computational science and engineering,

Information Sciences

and information and data science relevant to national security.

Engineering Sciences

Integrate theory, computational simulation, and experimental discovery and
validation to understand and predict the behavior of complex physical phenomena
and systems.

Geosciences

Perform world-class R&D focused on the properties, structure, phenomena and
processes associated with the earth’s geosphere, hydrosphere, and atmosphere.

Materials Science

Nurture foundational materials capabilities by developing methodologies to enable
new understanding—or create enhanced understanding—of materials issues that are
critical to our national security missions.

Nanodevices &
Microsystems

Perform creative, leading edge, and high-impact R&D to discover new phenomena
at the nanoscale and microscale; and create or prove new concepts, devices,
components, subsystems, and systems.

Radiation Effects &
High Energy Density
Sciences

Advance the state of the art in radiation effects sciences, dynamic material
properties, high energy density science, inertial confinement fusion, and pulsed power
technology to enable stockpile stewardship and national security missions.

Support pioneering research that may lead to game-changing breakthroughs in
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New Ideas science and technology that could eventually impact national security.
Defense Systems & Develop innovative systems, sensors, and advanced science and technology solutions
Assessments to detect, deter, track, defeat, and defend against threats to our national security.

Energy & Climate

Develop and create capabilities to contribute to the nation’s energy security and
resilience, economic viability, and environmental sustainability.

International,
Homeland, & Nuclear
Security

Support innovative science and technology that enhances our abilities to provide
effective advice, analyses, technologies, and enterprise-level solutions to manage
risks from the world’s most dangerous events.

Nuclear Weapons

Nurture a creative and vibrant science, technology, and engineering base to support a
deep scientific understanding of current and future NW products.

Grand Challenges

Address bold science, technology and engineering challenges and provide
breakthrough solutions to critical national security challenges.

Exploratory Express

Answer a key research question, within a relatively short timeframe, in an area of
current or future strategic importance to Sandia.
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Project Selection and Oversight

Each year, the LDRD program issues a Labs-wide Call for Ideas organized through the Investment Area
leadership teams. In response, staff members generate ideas and proposals that are directed to the
appropriate Investment Area selection committee for evaluation.

The Sandia LDRD program is highly competitive. In FY 2015, 866 short idea proposals were
submitted; the Investment Area selection committees invited 166 of those to submit full proposals.
Ultimately, 71 new projects were funded, with 51 additional projects funded throughout the

fiscal year. When added to ongoing projects, 380 projects were active in FY 2015. Each proposal
undergoes a rigorous review process, including peer review by subject-matter experts.

NNSA guidance—as well as SNLs internal LDRD processes—provides the framework for review
and selection of Sandia’s LDRD portfolio. Idea evaluation criteria include: alignment with Sandia
strategy and potential impact to Sandia; technical merit and feasibility; and leading edge, high risk
R&D character. For each idea selected, the respective Invesment Area appoints a Portfolio/Project
Manager who has the appropriate knowledge, experience, and position to leverage the potential
impact of the R&D. Multi-year projects are reviewed each year, and must show sufficient technical
progress and programmatic alighnment in order to receive continued funding.

The Grand Challenges portfolio is an important investment for Sandia, and there are special
requirements for these larger projects, beyond a longer, detailed proposal and a more rigorous review
process. For example, they must form an External Advisory Board (EAB) to guide clarity of project
vision and appropriate technical focus. The EAB critically reviews the project’s technical progress

and planned R&D activities, and provides insight about potential applications throughout the project
lifetime.

LasoraTorY-DIRECTED Investment Area teams
Calls incorporate strategic review ideas for

guidance that considers prugramrr_tatic aligpn_-ngnt
Sandia's national security and technical credibility.
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Mission-Enabling Research

LDRD projects are chosen for their technical I
quality, their differentiating and programmatic

value to Sandia, and their relevance to DOE/ DOE/Energy Security
NNSA’s missions, as well as the national
security missions of the Department of DOE/Environmental

Homeland Security, the Department of i ol
Defense, and Other Federal Agencies.

Dept. Homeland Security
The dollar amounts are greater than the FY

2015 program cost, since many projects are
expected to benefit more than one mission and Dept. of Defense

are therefore counted more than once.

Other Federal Agencies

0 20 40 60 80 100 12{
% Millions

Research Highlights

Predictive Assessment of State of Health and Lifetime of NW Components
Paiboon Tangyunyong, Pl ,

NNSA'’s stockpile stewardship mission is aimed at ensuring

the safety, security, and reliability of weapons in the absence

of underground nuclear tests. Understanding how new and
existing weapons components will behave throughout the

life of the system is critical to maintaining the stockpile. By
performing accelerated aging tests on components, researchers
can observe device behavior. In the absence of obvious
degradation, other techniques must be used to understand and
predict aging effects. Researchers are using Sandia-developed
power spectrum analysis (PSA) to detect electrical differences
in devices and determine whether PSA can detect aging effects
when devices—such as commercial-off-the-shelf discrete
devices, diodes, and capacitors—are subjected to accelerated s
life tests at elevated temperatures and voltages. Initial results  High-magnification scanning electron
suggest the method can potentially be used to study aging microscopy image of a focused ion beam
effects as a standalone technique or as a complementary cross-section from a bond-wire area in an
technique to existing electrical testing methods, providing a unaged diode.

useful tool for stockpile assurance.

PANTHER: Pattern Analytics to Support High-Performance Exploitation and Reasoning
Kristina Czuchlewski, Pl

PANTHER seeks to support high-consequence decision-
making by unifying and advancing science across three
key technical domains: sensor extraction, big data
analytics, and human analytics. The project results will
enable analysts to examine mountains of historical and
current remote sensing data that would otherwise go
untouched, while also gaining meaningful, measurable,
and defensible insights into overlooked geospatial-
temporal relationships and patterns. Capabilities
developed by the PANTHER LDRD team are being used
for specific applications in new projects sponsored by
various organizations.
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This image shows PANTHER’s geometric and temporal trajectory analyses of air traffic patterns from 43,000 flights over
the continental United States on April 4, 2014. (Credit: Sandia researcher Andy Wilson)
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Mission-Enabling Research

Research Highlights

Radiography Signature Science of Homemade Explosives
John Parmeter, Pl

The ability to accurately screen baggage

for explosive materials is critical to aviation
security. While considerable research in this
area has focused on the detection of traditional
explosives, research on the X-ray radiography of
homemade explosives (HME) has received less
attention. In this project, Sandia researchers
used multi-energy computed tomography (CT)
measurements and theoretical calculations to
investigate the X-ray attenuation properties of
various liquid and powder HME, demonstrating
excellent agreement between experiment and
theory in many cases. Work was also carried
out in the development of novel algorithms

for the analysis of raw radiography data. The
project concluded in September 2015, and the Samples awaiting X-ray.

project team will continue research on the X-ray

radiography of various explosives as part of the Open Threat Assessment Platform (OTAP) project.

Sandia’s Twistact Technology: The Key to Proliferation of Wind Power
Jeff Koplow, PI

Wind power represents a significant renewable
energy source—however, traditional wind turbine
generator architecture (gearbox-based) is difficult to
scale up, often resulting in failure to key components
at multi-megawatt (MW) operation. Direct-drive
generators, which are less complex and lower
maintenance at multi-MW scales, have traditionally
relied on rare earth magnets (very high cost, reliable)
or high-current slip rings (short operational lifetime,
high maintenance) to transmit power. Twistact
technology is a new architecture for high-current slip
rings, connecting an electrical circuit between moving
Twistact-based genreator technology will be designed and non-moving parts. Twistact eliminates the need

to be a modular drop-in electrical generator for next-  {OF rare earth wind turbine magnets, addressing a
generation wind turbines. critical technological vulnerability to US economic

security identified by the DOE (2011 Critical
Materials Strategy). Twistact consists of an electrically conductive belt and a transmission device
that provides a continuous ultralow resistance path for current flow. The technology provides pure
rolling contact; direct metallic contact, with negligible voltage drop; a large electrical contact area;
two parallel current paths; and extremely effective thermal management. Twistact was selected for
participation in the DOE’s LapCorp program. LabCorp aims to accelerate the transfer of innovative
clean energy technologies from the DOE’s National Laboratories into the commercial marketplace.
Additionally, the technology recently won an Oustanding Technology Development Award from the
Federal Laboratory Consortium for Technology Transfer (Far West Region).

MAIAIIAO WVID0d
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A World-Class Research Community

Sandia’s specialized missions require highly motivated, qualified staff with deep expertise, committed
to advancing the frontiers of science and engineering through continual growth and development.
The LDRD program supports some of Sandia’s most accomplished scientists and engineers, as well as

many promising early career researchers.

Jon Madison

Black Engineer of the Year
Jon’s current NNSA-funded
research in 3D materials
science is being used to
design better high-reliability
components and systems for
nuclear weapons and other
complex engineering systems.

Somuri Prasad

Asian American Engineer of the Year

Somuri has repeatedly broken new ground in the
understanding of friction and wear in materials,
and made substantial contributions to national
security programs.

Pavel Bochev

DOE Ernest Lawrence Award

“l am deeply honored to receive this award,

which is a testament to the exceptional research
opportunities provided by Sandia and DOE. Since
joining Sandia, I've been very fortunate to interact
with an outstanding group of researchers who
stimulated and supported my work.”

Margot Hutchins

Outstanding Young Engineer
Award, SME

Margot currently conducts
systems analysis for

national security, including
cyber resilience of critical
infrastructure and
international engagement on
the implementation of nuclear
detection architectures.

Steve Slutz

Fellow of the American Physical Society

Steve’s MagLIF concept (magnetized liner inertial
fusion), proposed in 2010, is currently providing
realistic data about neutron production, a key
component of nuclear fusion.

Dan Sinars

Fellow of the American Physical Society

Dan’s citation reads, “For scientific contributions
and leadership in the development of innovative
X-ray radiography and spectroscopy diagnostics
for the study of z-pinch physics, inertial
confinement fusion, and high energy density
physics”

Abraham Ellis

Great Minds in STEM, Outstanding Technical
Achievement

Sandia’s research on integration of solar and
other renewables into the grid has grown
considerably, due in part to Abraham’s
contributions as a researcher, team lead, and
deparment manager.

Susan Rempe

New Mexico Women of
Influence Award

“LDRD has had a major
impact on my career by
funding research that helps
me and my colleagues find
innovative solutions to global
problems in cancer drug
therapy, water purification,
and carbon dioxide capture.”

Patrick Feng

Asian American Engineer of the Year

Patrick’s work focuses primarily on the
luminescence properties of materials, or how
light is emitted in response to various stimuli. In
several of his projects, Feng and his team develop
organic-based materials for the detection of

fast neutrons, the signature for a variety of
fissionable materials.

Hongyou Fan

Fred Kavli Distinguished
Lecture in Nanoscience,
Materials Research
Society

Hongyou'’s pioneering
research in the field of
nanoparticle assembly
and integration has
supported a paradigm
shift from nanoscience
discovery to practical
nanotechnologies.

Tamara Kolda

Fellow, Society for Industrial and Applied
Mathematics

“Initial funding from Sandia’s LDRD program
allowed us to develop techniques that are profoundly
valuable in scientific and national security data
analysis programs.”
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A Program Rich With Collaboration

Collaborations between Sandia’s LDRD researchers and universities, national laboratories,
government agencies, and industry enhance Sandia’s future capabilities through an influx of
knowledge and skills. Sandia’s partners also benefit from collaborative research results and
interaction with peers from outside their organization. In addition to furthering science, partnerships
with academia often provide an important opportunity for Sandia to recruit the world-class scientists
and engineers needed for development of mission-critical lab capabilities. Partnerships with industry
enable technological breakthroughs developed through the LDRD program to be commercialized
under licensing agreements and brought to market for the US public good.

InFY 2015, LDRD researchers at Sandia collaborated with nearly 100 experts across the US, as
shown below. Each type of partership is color-coded. The size of each symbol corresponds to the
number of unique parterships at an individual institution.
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Research Excellence in Service of the Nation

LDRD supports Sandia’s mission by investing in leading-edge research that advances the frontiers of
science and engineering critical to national security. The program is also instrumental in attracting
and developing a world-class workforce of scientists and engineers, the people who make it possible
for Sandia to achieve its mission and goals.

To learn more, visit www.sandia.gov/Idrd.
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Bloscience

The overarching goal of the Bioscience Investment Area is to develop new competencies in biological
science to address two application areas in Sandia’s broad national security mission — biodefense and
emerging infectious disease, and biofuels.

The research in biodefense includes developing better ways to detect, characterize, and contain
harmful pathogens. The strategy integrates advanced technologies with an understanding of human
health and immune response. The goal is to improve the response to disease outbreaks and to limit
their spread.

The research regarding the nation’s reliance on fossil fuels focuses on developing efficient,
economical biofuels that can replace or reduce current gasoline, diesel, and aviation fuel
consumption. The research includes two sources of energy: lignocellulose, or dry plant matter, and
algae. The aim is to find efficient and economical methods to convert lignocellulose into fuels and to
understand the factors that govern algal pond stability and identify molecular mechanisms that can
be used for lipid/fuel production.

Projects

Bio-Emulative MOF-Based Lignin Degradation Catalysts 14

Coupling Chemical Energy with Protein Conformational Changes to Translocate Small Molecules across
Membranes 16

CRISPR Technology for Biodefense and Emerging Infectious Disease Countermeasure Development.................. 17

Discovery of Anti-Viral Inhibitors against the Chikungunya Virus nsP2 Protease Domain 18

EKSG: A Universal Sample Prep Technology for Multidimensional Bioscience 19

In Vivo High-Throughput Transcriptomics to Elucidate the Spatial and Temporal Dynamics of Host-

Pathogen Interactions 20
Metal Organic Frameworks for Targeted, Triggered, Sustained, and Systemic Delivery of Antibiotics.................. 21
Predictive Pathogen Biology: Genome-Based Prediction of Pathogenic Potential and Countermeasures

Targets 23
Recombinant Vesicular Stomatitis Virus for Therapeutic Antibody Epitope Mapping and Vaccine

Development 24
Systems-Level Synthetic Biology for Advanced Biofuel Production 25
The Engineering and Understanding of Nanoparticle/Cellular Interactions 26
Understanding and Engineering Lignolysis for Renewable Chemical Production 28

Unknown Pathogen Detection in Clinical Samples: A Novel Hyperspectral Imaging and Single Cell
Sequencing Approach 29
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Bio-Emulative MOF-Based Lignin Degradation Catalysts
180812 | Year 1 of 3| Principal Investigator: M. D. Allendorf

Project Purpose:

Lignin is the most abundant source of renewable aromatics, with 200-300 Mtons/year projected
production by a US biofuels industry, that would process ~1B tons of biomass to meet DOE goals.
However, there are currently no efficient processes for extracting these aromatics and converting
them to value-added chemicals and drop-in fuels. The technical and economic challenges are
staggering, due to the quantities of material involved and lignin’s recalcitrance to depolymerization.
Conventional lignin degradation processes use aggressive reagents and are energy intensive (400-
800°C) and yield complex product mixtures. Milder reaction conditions and narrower product
distributions could be achieved using lignin-degrading enzymes, but these are too fragile to be
practical for large-scale biorefining. The objective of this project is to develop lignin valorization
methods in which oxidative solubilization provides a feedstock for industrially robust catalysts
based on metal-organic frameworks (MOFs). MOFs are nanoporous materials with exceptional
synthetic versatility arising from a structure comprised of metal ions linked by rigid organic groups.
Our strategy is to emulate natural lignin degradation, wherein extra-cellular fungal enzymes
generate reactive species to partially degrade lignin. The resulting, low-molecular-weight products
are metabolized by lignin-utilizing microorganisms, such as Sphingobium sp. SYK-6. We will employ
computational biology and in situ diagnostic probes to obtain structural and energetic knowledge of
enzyme-catalyzed reactions that we will translate into MOF structures. The lignin pretreatment will
employ an inexpensive homogeneous catalyst (e.g., Fenton reaction) or chemical treatment to control
the molecular weight distribution of solubilized products, thereby accelerating reaction with the MOF
and improving selectivity.

Conventional catalysts for lignin degradation are either costly (e.g., Pt-group metals) or difficult to
separate from reaction products (e.g., vanadium complexes). New valorization strategies, combining
the best features of enzymes with the robustness of heterogeneous catalysts, require fundamental
research to understand reaction mechanisms and develop novel catalyst chemistries.
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Consolidated Bioprocessing and Biofuels Production Platform
165822 | Year 3 of 3 | Principal Investigator: R. W. Davis

Project Purpose:

Depleting fossil fuel reserves and environmental concerns are the major catalysts for research into
alternatives for transportation energy that are renewable and carbon neutral. To achieve current US
renewable fuels goals, approximately 1 billion tons of residual biomass would need to be converted
to biofuels. This research aims to reduce biofuel production costs by building a consolidated
bioprocessing (CBP) platform, reducing processing steps. We propose to utilize the proteolytic
bacterium Bacillus subtilis as a chassis to engineer a microbial bioreactor that both degrades biomass
feedstocks and produces advanced infrastructure compatible biofuels. We will consolidate biomass
pre-treatment and advanced biofuel production to a single bioreactor platform. CBP will reduce unit
operations and increase process efficiency by reducing mass transport phenomena and processing
steps and costs. Our proposed CBP chassis, B. subtilis, produces various enzymes including amylase
and various proteases which make it ideal for CBP of high protein biomass, especially microalgae.
Although B. subtilis accepts a variety of substrates for bioconversion, optimization of amino acid
conversion to fuels requires modification of carbon flux pathways and minimization of stress
response genes. Therefore, the goal of the research with University of California-Los Angeles is

to: 1) investigate combinatorial genetic knock-outs of genes involved in sporulation and 2) use this
platform for CBP of protein rich cellulosic biomass to produce advanced biofuels using the amino acid
transamination pathway to produce fusel alcohols.

Summary of Accomplishments:

We identified the amino acid consumption profile of B. subtilis, including fermentation inhibitors

and limiting reagents. It was found that glutamine, cysteine, and proline were completely consumed
within 48 hours; asparagine and serine were completely consumed within 96 hours. Within 144
hours, aspartic acid and arginine were completely consumed, while alanine and isoleucine were
~75% consumed. Cysteine was found to be the only essential amino acid required for robust growth
of B. subtilis. In an effort to emulate the nisin-induced phenotype (i.e., prevent starvation stress), we
generated the strain B. subtilis AcodYAbkdBArelA. Deletion of stringent-response regulator/ppGpp(p)
synthase relA in B. subtilis AcodYAbkdB led to increased biofuel production. This strain exhibited

a delayed response to amino acid starvation as evidenced with the approximately 80% increase

in biofuel titers. Furthermore, the strain achieved 60% of the maximum NH, yield and 28% of the
maximum biofuels yield from amino acids and exhibited a partial-starvation resistance that moves
towards complete consumption of protein; maximum conversion titers were achieved within 48
hours. The results indicate that stress gene knockdown should be considered as a general strategy for
increasing biofuel yields from bioconversion of biomass

Significance:

The R&D effort and external collaboration bolsters biofuels and renewable energy for the energy
security mission and assists with capability development for biomanufacturing with synthetic biology
platforms. The results have been key to obtaining follow-on funding from DOE’s Office of Energy
Efficiency and Renewable Energy-Bioenergy Technologies Office as a part of the Annual Operating
Plan portfolio for Algae Biomass and Feedstock Logistics.
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Coupling Chemical Energy with Protein Conformational Changes to Translocate
Small Molecules across Membranes

180817 | Year 1 of 3 | Principal Investigator: S. Rempe

Project Purpose:

All living cells rely on continuous exchange of diverse molecular species (e.g., nutrients, precursors,
and reaction products) across cellular membranes for their normal function and survival. Membrane
transporters are specialized molecular devices that provide the machinery for selective and
efficient transport of materials across the membrane. The biological significance of membrane
transporters cannot be overstated, given their central role in a myriad of key cellular processes and
their subsequent targeting by a large number of pharmaceuticals. The significance of membrane
transporters is also evident from a recent major focus shift of experimental structural biological
studies towards characterizing structural states arising during the function of these proteins.
Currently, our understanding of active membrane transport is limited. Experimental methods provide
only snapshots of the energy-coupled transporter activity. Our goal is to obtain an understanding of
the full mechanism. Specifically, we endeavor to understand how chemical energy in a cell couples
with the mechanics of protein conformational changes to produce directional translocation of a
specific substrate across cellular membranes. To achieve this understanding requires a dynamical
description of structural transitions during the transport process and the free energy barriers

along the transport pathway. We propose to use molecular simulation to achieve those goals. Upon
successful completion, the project will provide, for the first time, a detailed mechanistic description
of the entire transport cycle for membrane transporter. The project uses Sandia’s high performance
computing capabilities, and extensive expertise in molecular simulation of proteins. The work is in
collaboration with University of lllinois at Urbana-Champaign.

The research is high-risk due to challenges with determining complex pathways in biological
reactions. The result will be new insights for directing transport of specific molecules important to
energy and biodefense across membranes.
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CRISPR Technology for Biodefense and Emerging Infectious Disease
Countermeasure Development

180811 | Year 1 of 1| Principal Investigator: O. Negrete

Project Purpose:

Two urgent problems threaten national and global biosecurity: 1) accelerating emergence of highly
virulent, transmissible, and drug-resistant pathogens and 2) globally available, low-cost tools for
creating and re-engineering organisms, increasing greatly the odds of the accidental or intentional
manufacture and release of deadly pathogens. The hallmark of these biothreats is genetic novelty
that evolved naturally or was introduced deliberately to enhance virulence and multi-drug resistance,
rendering existing countermeasures ineffective. Traditional drug discovery strategies simply cannot
keep up with naturally occurring or potentially engineered antiviral/antimicrobial resistance. New
approaches are desperately needed to develop effective countermeasures against a wide variety of
infectious diseases. An ideal countermeasure would be easily modified to target different pathogen
classes and strains, and require minimal information about the pathogen. Clustered regularly
interspaced short palindromic repeats (CRISPR) is a method that can be used for genomic editing,
gene inactivation/activation, or suppression of viral RNA replication with a two-component system
that consists of a RNA-guided endonuclease Cas9 and a guide RNA (gRNA) complementary to the
nucleic acid target. Our main goals for this project were to develop regents and protocols for applying
CRISPR-based countermeasures against virus infection.

Summary of Accomplishments:

We first used a host-directed CRISPR countermeasure strategy targeting the Ebola virus (EBOV)
receptor with our BSL-2 EBOV virus model (VSV-EBOVGP-GFP). We designed gRNA sequences
targeting 600bp, 1200bp and 2100bp into the open reading frame of human NPC1 gene and then
used them along with Cas9 to create genome-edited NPC1 knockout cells using VSV-EBOVGP-
GFP as a selection pressure. This result demonstrated that targeting NPC1 using CRISPR systems
would prevent infection by Ebola GP -VSV. Additionally, we generated CRISPR reporter cells for
high-throughput efficiencies measurements. The design of the reporter places a target CRISPR cut
site between a red fluorescent protein (RFP) and green fluorescent protein (GFP) genes with the
GFP gene out of frame. Endonucleases targeted to the cut site will induce frameshift to move GFP
in frame. We have made single cell clones of these constructs in HEK293T and HepG2 cells. Lastly,
we have made lentivirus-pooled libraries for CRISPR knockout (KO) screening that can identify host
factors involved in virus infection similar to genome-wide RNAi technology. However, CRISPR KO
screening is a more robust approach for identifying viral-host interactions due to the fact that RNAi
gene silencing is typically incomplete and CRISPR can completely suppress gene expression. We
expanded the GeCKO v2 library, verified the coverage of the plasmid expansion using MiSeq lllumina
sequencing and have begun screening in HEK293T cells. In all, we developed regents and protocols
for CRISPR-based countermeasures using this technology.

Significance:

The proposed research directly addresses the national security mission, specifically in the realm of
biosecurity and protection against bioterrorism. The research supports DoD’s mission to develop
medical countermeasures to ensure robust defense against biological warfare threats.
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Discovery of Anti-Viral Inhibitors against the Chikungunya Virus nsP2 Protease
Domain
186364 | Year 1 of 3 | Principal Investigator: B. N. Harmon

Project Purpose:

Chikungunya virus (CHIKV) is an emerging mosquito borne alphavirus that causes devastating
arthritic disease. CHIKV has been responsible for major outbreaks in Africa and Asia leading to
serious morbidity and mortality in humans. The first cases of CHIKV were reported in the western
hemisphere in late 2013 and nearly 1 million suspected CHIKV infections have occurred in the
Americas in the last year. The CHIKV mortality rate has been estimated to be 1:1000. The US National
Institute of Allergy and Infectious Disease (NIAID) lists CHIKYV as a category C biodefense priority
pathogen due to the ability to engineer this pathogen for mass dissemination. At present, there are no
licensed vaccines or treatment options to combat CHIKYV infection, and research in the development
of therapeutics has been limited. To develop timely countermeasures against this biological threat,
this project seeks to discover lead compounds for the treatment of CHIKV. Specifically, we will
discover drug-like small molecules that are inhibitors of the viral nsP2 protease (nsP2pro) using
advanced bioinformatics, cheminformatics and experimental screening methods. Viral nsP2pro

is a cysteine protease encoded as part of the viral non-structural polyprotein, and is essential for
processing of the polyprotein into functional proteins and for viral reproduction. At the end of the
proposed two year project, our goal is to have in hand small molecule inhibitors that meet three
criteria: 1) effective inhibition of nsP2pro proteolytic activity, demonstrated in vitro and in vivo, 2) low
inhibition of human proteases and low cytotoxicity, and 3) robustness to resistance due to sequence
mutations.

We seek to discover antiviral methods, including the development of a novel FRET-based substrate
for high-throughput screening and computer-aided modeling and structural activity relationship

for down selection of candidate inhibitors, to allow the identification of compounds that inhibit
nsP2pro at nanomolar concentrations in vitro, and inhibit disease in animal models. Unique combined
expertise in biodefense, modeling/simulation can accomplish these objectives.
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EKSG: A Universal Sample Prep Technology for Multidimensional Bioscience
173020 | Year 2 of 2 | Principal Investigator: A. Hatch

Project Purpose:

Systems-level understanding of biological states and disease mechanisms typically requires
multidimensional analysis of key samples. Unfortunately, multidimensional analysis is often difficult or
impossible using current sample preparation methods, due to inherent challenges purifying multiple
analytes from small samples (e.g., human clinical, animal model). Each method generally recovers only
certain sub-classes of analyte, yet splitting sample for multidirectional processing is problematic or,
for small samples, not feasible. Moreover, treatments of sample and sample-derived analytes can lead
to analyte degradation and other undesirable effects (e.g., mixing of intra- and extra-cellular analytes),
making interpretation difficult. We aim to address current deficiencies by developing a powerful

new sample preparation competency. We will develop a novel electrokinetic step gradient (EKSG)
device for continuous processing of blood sample input, enabling precise segregation of different
analyte classes (nucleic acids, proteins, nanoparticles, cells) into separate collection reservoirs

for downstream analysis. EKSG will be applied to small volumes (<100 ul) of healthy whole blood,
tuned for simultaneous isolation of informative analytes: 1) mRNA, microRNA, and proteins from
white blood cells, 2) microRNA from extracellular vesicles, 3) mRNA, microRNA, and proteins from
extracellular RNA/protein nanoparticles, and 4) “free” extracellular DNA, microRNA, and proteins.
We will similarly apply EKSG to infected blood for additional isolation of such analytes from viral

or bacterial pathogens. Nucleic acid fractions will be analyzed using quantitative polymerase chain
reaction (qPCR) and high-throughput sequencing, and proteins using mass spectrometry.

This R&D work explores a novel and significant “disruptive” sample prep technology that could
dramatically improve a majority of bioanalytical methodologies. Our novel microdevice configurations
facilitate a clever enabling technology solution. The possibility of rapidly isolating the multiple
proposed components from a single complex sample is daunting and unprecedented.

Summary of Accomplishments:

We validated a new approach to separating constituents of biological samples. A clear distinction
was made between the physical operational principles of the EKSG device and alternative methods
reported to date in the scientific and patent literature. We achieved greater than 90% extraction
efficiency and greater than 90% purity for isolating multiple key biological analytes including nucleic
acids, proteins and blood cells from a continuous sample input. The extraction process occurs within
seconds. The ability to separate these multiple sample constituents with the speed and purity in a
continuous format is unprecedented.

We designed, built, and tested more than one hundred EKSG microfluidic devices with several
iterative design cycles to achieve the high purity and efficiencies demonstrated. We designed and
built the imaging, fluidics and electronics control system to operate the devices and image the
separation processes. The operational principles and scaling laws were explored by COMSOL,
multiphysics modeling, to validate the novelty of our approach, and the overriding physics principles
that enable optimization of devices for high efficiency and purity of separation.

The methods were demonstrated with relevant biological samples including blood. The system was
also proven to be capable of sorting small microliter volumes important for precious samples and also
proven to work for much larger volumes if desired.

Significance:

Many fundamental approaches in the biodefense mission space require sample preparation. The
most dangerous pathogens are difficult to study and infectious samples are a precious commodity.
Traditional sample processing methods waste sample and limit the extent of analysis that can be
performed. This technology enables detailed analysis from these precious samples. The technology is
also faster, and leads to more accurate multi-analyte analysis.
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In Vivo High-Throughput Transcriptomics to Elucidate the Spatial and Temporal
Dynamics of Host-Pathogen Interactions

173021 | Year 2 of 3 | Principal Investigator: R. Meagher

Project Purpose:

Transcriptome sequencing (RNA-Seq) has the potential to revolutionize studies of microbial
pathogenesis by providing information on the dynamics of gene expression in both the host and
pathogen. Although host response to bacterial infection is well studied, the many mechanisms used
in concert by pathogenic bacteria to survive and proliferate within a host are poorly understood

for many bacteria. A novel Sandia-developed approach called Pathogen Capture can enrich
microbial transcripts 100-fold or more, allowing complete recovery and sequencing of the microbial
transcriptome without altering host transcripts. However, this technique is low-throughput which is
an obstacle to performing large transcriptomic studies.

We propose to develop a high-throughput, automated Pathogen Capture system to enable a host-
pathogen interactions study using two model systems: primary cell infection with multi-drug
resistant Klebsiella pneumoniae (part of an important class of emerging, difficult-to-treat pathogens
with associated high mortality and morbidity), and an animal infection model of Salmonella
typhimurium, in collaboration with the University of Colorado. By enriching for microbial transcripts,
we will discover the transcriptional sequence of events by which these pathogens infect the host,
overwhelm the immune system, and resist treatment with antimicrobial drugs.

Our proposed pathogenesis investigations will require large sample sets, which are uniquely enabled
by the proposed high-throughput platform for Pathogen Capture. The device and methods are
broadly applicable to understanding the dynamics of any microbial or viral pathogen in any host
system, and the coupled host/pathogen transcriptomic data is a fundamentally new, innovative
technique to studying host/pathogen interactions.

The proposed research will generate new knowledge about the pathogenesis of Salmonella and
Klebsiella, which have biodefense relevance (National Institute of Allergy and Infectious Disease
(NIAID) Biodefense Categories B and C). The proof-of-concept data and automated system
produced by this project will make us attractive partners for collaborations with leaders in microbial
pathogenesis.
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Metal Organic Frameworks for Targeted, Triggered, Sustained, and Systemic
Delivery of Antibiotics
173493 | Year 2 of 2 | Principal Investigator: C. E. Ashley

Project Purpose:

Engineered nanoparticles promise to revolutionize the prevention, detection, and treatment of
biological and chemical threats by enabling development of next-generation adjuvants, affinity
reagents, and therapeutics. Nanotechnology is especially critical for improving the bioavailability

of antibiotics and antivirals through targeted accumulation of nanoparticles at sites of infection

and subsequent release of therapeutic payloads in response to an appropriate stimulus. However,
many existing nanoparticle delivery vehicles, including liposomes and polymersomes, suffer from
limited capacities, uncontrollable release profiles, and complex, specialized synthesis procedures
that must be re-adapted for each new cargo molecule, leading to drug- and disease-specific ‘one-off’
approaches. To address these limitations, we propose to develop mesoporous silica nanoparticles
(MSNPs) and metal organic frameworks (MOFs) for targeted delivery of antibiotics to cells,

tissues, and organs infected with the Category A biothreat Francisella tularensis, which causes the
disease tularemia upon inhalation or absorption. MSNPs and MOFs have unprecedented surface
areas, synthetic flexibility, and chemical robustness and promise to yield a new, differentiating
Sandia capability that enables pre-administration of therapeutics to laboratory, first-responder, or
military personnel who are at risk of being exposed to a biological threat. Our proposed effort will
also facilitate event recovery by enabling effective decontamination of surfaces or buildings after
accidental or intentional release of a biothreat. Furthermore, MSNP and MOF technologies should
be easily extendable to delivery of nerve agent countermeasures, treatment of traumatic brain
injury, and creation of broad-spectrum vaccine adjuvants. Consequently, this work will help establish
Sandia as a leader in the fields of nanotherapeutics and nanoadjuvants. MSNPs and MOFs promise to
address many of the limitations of current nanoparticle delivery vehicles. External sponsors typically
require in vivo evidence of a nanoparticle’s potential, however. We will demonstrate in vivo proof of
concept that MSNPs and MOFs are superior delivery vehicles for small molecule drugs, including
antibiotics and antivirals.

Summary of Accomplishments:

Over the course of this project, we synthesized MSNPs and optimized their hydrodynamic
diameter, surface area, pore size, and pore chemistry in order to achieve loading capacities for
physicochemically disparate antibiotics that exceed those of other nanoparticle delivery vehicles
(e.g., liposomes, polymersomes) by 100 to 1000-fold. We then coated antibiotic-loaded MSNPs with
biocompatible lipids and tuned properties of the MSNP core and lipid coating to enable long-term
retention of encapsulated antibiotics in neutral-pH buffer and blood, as well as tailorable release
rates under intracellular conditions. Next, we demonstrated that modifying lipid-coated MSNPs
with targeting and endosomolytic ligands promotes highly selective uptake by target cells (i.e., cells
that Francisella tularensis infects) followed by intracellular release of encapsulated antibiotics, both
of which are critical to kill intracellular bacteria in vitro. Finally, we demonstrated that lipid-coated
MSNPs, when loaded with antibiotics and targeted to cells and organs that Francisella tularensis
infects, dramatically improve the efficacy of antibiotics. Impressively, lipid-coated MSNPs increased
the survival of mice infected with Francisella tularensis from 0% for the ‘free’ antibiotic to 100%,
while also reducing the dose from 40 mg/kg for the free antibiotic to 8 mg/kg, and reducing the
dosing frequency from twice per day for the free antibiotic to once every other day. These data

are truly revolutionary given the increasing prevalence of drug-resistant bacteria and are under
preparation for submission to Nature. In addition to our work with MSNPs, we also synthesized
MOFs and demonstrated that they have high in vitro biocompatibility and colloidal stability and are,
therefore, promising as bioimaging agents and delivery vehicles for antibiotics and other medical
countermeasures.
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Significance:

Our results are the first-ever demonstration that loading antibiotics in nanoparticles and targeting
them to sites of infection can reduce the efficacious dose, frequency, and duration of treatment and
even recover the effectiveness of antibiotics against which bacteria have developed resistance. These
revolutionary data will accelerate Sandia’s ability to help respond to outbreaks caused by emerging
pathogens or biological weapons in a rapid and cost-effective fashion. They will also establish Sandia
as a major player in the field of nanoparticle-based medical countermeasures.
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Predictive Pathogen Biology: Genome-Based Prediction of Pathogenic Potential and
Countermeasures Targets
180814 | Year 1 of 3 | Principal Investigator: J. S. Schoeniger

Project Purpose:

Pathogens with novel genomes arise from emergence of zoonotic agents, anthropogenic selection,
or genetic engineering. Understanding molecular mechanisms of pathogens requires years of work,
but arresting an outbreak requires rapid assessment of virulence and countermeasure targets.

We are grossly unprepared to respond to an engineered biothreat attack: we cannot cope with
naturally emerging drug-resistant species. Next-generation sequencing (NGS) technology enables
rapid availability of complete genome sequences from outbreak-causing pathogens. Large sets
(N>100) of genome sequences from taxonomically related pathogens of differing virulence are
now publicly available and the cost for sequencing continues to fall: to apply this revolutionary
capability to outbreak response, we urgently need better tools to utilize these data to reliably predict
pathogenicity, identify pathogen-lethal targets, and predict countermeasure effectiveness.

Currently, best methods predict correct gene function ~60% of the time, and ~30% of bacterial
proteins have no assigned function. While improved annotation is necessary, we propose a more
fundamental shift to a data-driven comparative approach. We will implement an analysis pipeline
wherein gene and genome features are harvested from large sets of related genomes and statistical
and machine learning methods are used to predict drug resistance and virulence phenotypes, similar
to a Genome Wide Association Study (GWAS) but with richer feature sets, including horizontal gene
transfer descriptors. We will also demonstrate cost-effective sequencing and assembly of hundreds
of genomes of common pathogen species directly from clinical samples, and apply our pipeline to
predicting observed clinical phenotypes, showing that scaling to ~10,000 genomes will eventually be
feasible.

This project will establish proof of principal and software tools for a new approach to predicting
pathogen behavior, and demonstration of scaling for sequencing and analysis of thousands of
pathogen genomes.
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Recombinant Vesicular Stomatitis Virus for Therapeutic Antibody Epitope Mapping
and Vaccine Development

170801 | Year 3 of 3 | Principal Investigator: O. Negrete

Project Purpose:

Identification and characterization of antibody binding sites (epitopes) are important for the
development of novel vaccines, therapeutics, diagnostics, and affinity reagents. Several methods have
been established to map epitopes on target antigens, including x-ray co-crystallography of antibody-
antigen complexes, array-based peptide scanning, and ‘shotgun’ mutagenesis mapping. Combinatorial
techniques, such as phage display, are less labor- and cost-intensive but are unable to reliably map
complex 3D conformational epitopes. Rapid and cost-effective methods of mapping of neutralizing
antibodies binding sites at high resolution are currently lacking. This project seeks to develop a novel
technology based on recombinant vesicular stomatitis viruses (rVSV) that provides rapid information
about the amino acid sequences of therapeutic neutralizing antibody epitopes to aid in vaccine
development for priority pathogens of national security concern.

Many priority pathogens classified as potential agents of bioterrorism by the National Institute of
Allergy and Infectious Diseases (NIAID) require handling in high-level biocontainment facilities and a
complex biosafety infrastructure (e.g., high containment labs, select agent registration/permits). This
project seeks to create a rapid capability for the high resolution mapping of antibody epitopes for BSL-
3 and BSL-4 biothreat pathogens under BSL-2 containment. We will accomplish this goal by creating
libraries of pseudotypical rVSV variants displaying high-complexity randomly mutagenized biothreat
antigens. Once the rVSV libraries are developed, we aim to recover detailed information about the
amino acid sequences of conformational epitopes recognized by multiple monoclonal antibodies or
polyclonal antisera in less than one week using minimal amounts of each antibody.

Our high-risk/high-reward approach for rapid and cost effective epitope mapping of antibodies
that recognize biothreat pathogens would have an immediate impact in the development of novel
vaccines, therapeutics, diagnostics, and affinity reagents. Our established techniques for creating
recombinant vesicular stomatitis virus (VSV) are poised to enable a revolutionary change in epitope
mapping of conformational antibodies.

Summary of Accomplishments:

During the course of this project, three major milestones were achieved. First, under BSL-2
containment, we generated a recombinant virus expressing the Ebola virus (EBOV) glycoprotein in
preparation for studies of virus entry, antibody response, diagnostic testing and therapeutic inhibitor
screening. This recombinant construct is based on the current EBOV vaccine vector in phase Il
clinical trials known as VSV. We also fused the VSV-P gene with a green fluorescent protein (GFP) in
order to easily measure infection using fluorescent microscopy or microtiter plate reader. We rescued
the recombinant VSV-EBOVGP-GFP virus in tissue culture cells and confirmed the presence of
EBOV-GP on the surface of the virions using an antibody neutralization assay. Our second milestone
was met when we performed proof-of-concept studies that tested antiviral strategies targeting the
EBOV lipid membrane against our BSL-2 Ebola virus model. Our final milestone was achieved when
we characterized the receptor usage of Cedar virus, a new henipavirus (RNA virus). The ability of
Cedar virus to use multiple receptors indicates the potential for a broader cellular tropism compared
to Nipah virus and Hendra virus. The techniques used to create recombinant VSV reagents and the
data obtained from this virus construct will be used in response to future calls on Ebola virus or Nipah
related viruses for studies on countermeasures, antibody response, and/or diagnostic testing.

Significance:

NIAID priority pathogens such as Nipah and Hendra viruses are considered potential bioterrorism
and agroterrorism agents of national security concern. There are currently no specific therapies

or licensed vaccines for many of these highly pathogenic biodefense agents. This project benefits

the biosecurity mission through early R&D of a technology that can define the immunodominant
structures on viruses, which will facilitate the design and development of improved vaccines against
biodefense pathogens. Understanding the full range of viral epitopes targeted by the immune system
is vital to designing better vaccines.
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Systems-Level Synthetic Biology for Advanced Biofuel Production
170804 | Year 3 of 3 | Principal Investigator: A.Ruffing

Project Purpose:

The US is currently reliant upon foreign fossil fuel resources, representing a significant threat to
national security. The limited supply of fossil fuels presents a significant challenge for future energy
provision, and the accumulation of carbon dioxide from fossil fuel combustion may lead to significant
changes in the global climate. The development of a renewable energy source, such as biofuels
derived from microalgae, will help lead to energy independence for the US while also addressing
concerns of fossil fuels supply and climate change. However, microalgal fuel production is currently
limited by the low natural productivities of microalgae. Synthetic biology techniques may be applied
to improve the fuel-producing capacity of these microorganisms, yet the impact of this strategy is
limited by the one part (or circuit) at a time approach of traditional synthetic biology. To reach the fuel
production rates necessary to make this process economically viable, microalgae must be genetically
modified at a systems level to optimize the entire genome for fuel production. Hence, new methods
and synthetic biology tools must be developed for these microalgal hosts. This project will develop

a systems-level synthetic biology approach for targeted genetic manipulation of microalgae. With
this technique, multiple genetic targets will be modified in a single transformation step, leading

to asignificant reduction in the time required for strain development. As an example, consider a
strain requiring ten genetic modifications for improved fuel production: the traditional approach
would typically require ten months for strain development, assuming a conservative four weeks per
genetic modification. The projected systems-level approach would construct the same strain in only
one month. Additionally, the systems-level synthetic biology technique would generate variants
with different combinations of the ten targeted modifications. Given the inherent non-linearity of
biological systems, these combination variants may have unknown synergistic effects, resulting in
increased fuel production and informing our basic understanding of fundamental microalgal biology.

Summary of Accomplishments:

This project advances the development of a multiple promoter replacement technique for systems-
level optimization of gene expression in a model cyanobacterial host: Synechococcus sp. PCC 7002. To
realize this multiple-target approach, key capabilities were developed, including a high-throughput
detection method for advanced biofuels, enhanced transformation efficiency, and genetic tools

for Synechococcus sp. PCC 7002. Nile Red and Bodipy based neutral lipid staining methods were
developed for characterization and quantification of free fatty acids and alkanes, potential biofuel
products. These staining methods may be integrated into high-throughput screening methods for
characterizing modified production strains. For modification of our cyanobacterial host Synechococcus
sp. PCC 7002, we identified and characterized neutral integration sites within the host genome.
Parameters used for transformation of Synechococcus sp. PCC 7002 were also optimized, including
cell concentration and length of homology arms for genome integration. Additionally, exonuclease
activity was detected as a potential factor for reduced transformation efficiency in Synechococcus sp.
PCC 7002, and high genome copy number was identified as an obstacle in generating mutants in this
strain. To enable high-throughput characterization of genome integration and gene expression, we
characterized fluorescent protein reporters and native promoters in Synechococcus sp. PCC 7002.
Three fluorescent protein reporters were expressed in Synechococcus sp. PCC 7002 and shown to

be useful for imaging, flow cytometry, and quantification of gene expression. Twenty-four native
promoters were characterized in Synechococcus sp. PCC 7002 using a fluorescent protein reporter;
these promoters will serve as a toolset for engineering gene expression level and regulatory patterns.

Significance:

The project impacts the DOE’s mission to address energy security through the development of
transformative science and technology. The development of a systems-level synthetic biology
technique for microalgae will reduce the time required to optimize strains for the commercial
production of renewable, drop-in replacement fuels. The technique will likely have a broader impact
on the field of synthetic biology, advancing other areas of national interest such as renewable
replacements to petroleum-based chemical feedstocks. These renewable energy and chemical
applications are key focus areas of the DOE’s Bioenergy Technology Office and APRA-E.
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The Engineering and Understanding of Nanoparticle/Cellular Interactions
165609 | Year 3 of 3 | Principal Investigator: C. J. Brinker

Project Purpose:

Stable nanoparticles capable of specific binding to target cells and delivering high doses of
therapeutic compounds would be transformational for treatment of disease by making drug delivery
into diseased cells more efficient, while reducing toxic side effects in healthy cells and tissues. We
recently invented a new composite nanocarrier termed a ‘protocell. Targeted protocells, reported

in a 2011 Nature Materials cover article combine the advantages of FDA-approved liposomes (low
inherent toxicity, immunogenicity, long circulation times) and porous particle nanocarriers (stability
and an enormous capacity for multiple cargos). As recognized in a Nature Materials News & Views
commentary accompanying our report, “The properties engineered into this [protocell] system elegantly
synergize to approach the goal of an ideal targeted-delivery agent.” However, it was cautioned that
therapeutic efficacy established only in vitro (i.e., in cell culture) “will need to be tested in animal models,
where the complexity of events leading up to encounter of a nanopatrticle with its target cell may have a
significant impact on the ultimate outcome.” We completely agree with this assessment; accordingly,
the overall purpose of this project is to rigorously engineer nanoparticle characteristics such as size,
shape, density, surface charge, and extent of modification with polymers and targeting ligands, and
determine the effects on specific and non-specific binding, circulation time, biodistribution, and
toxicity in vivo. Our use of state-of-the-art imaging employing an accessible egg embryo model has
allowed us uniquely to reveal as yet unrecognized structure-activity relationships needed to achieve
efficient targeted delivery in vivo.

Summary of Accomplishments:

This project employed a variety of in vitro and in vivo methods along with modeling and simulation
and advanced imaging to explore and quantify nanoparticle/cellular interactions with the goal of
establishing needed SARs. A major focus was to use the ‘protocell’ as a modular platform in order
to understand, engineer, and perfect NP/cellular interactions. The in vivo behavior, viz. the flow
characteristics, specific versus non-specific binding, and uptake by the innate immune system, of
ENPs was evaluated using an ex ovo chick chorioallantoic membrane model or CAM. CAM imaging
enabled us to engineer the physicochemical characteristics of ENPs and their in vivo behavior so
as to minimize non-specific binding to endothelial and innate immune cells and, therefore, enhance
circulation time and binding frequency to target cells. Safer-by-design concepts were developed for
silica and rare earth oxide nanoparticles.

Significance:

Engineered nanoparticles (ENPs) capable of specific binding to target cells and delivering high

doses of therapeutic compounds could be transformational for treatment of disease by making

drug delivery into diseased cells more efficient, while reducing toxic side effects in healthy cells and
tissues. ENPs are also of interest for a variety of sensing, diagnostic, and imaging functions that could
provide early detection of disease or the onset of infection and enable monitoring of the course of
therapy. Underlying these topics and crucial to the safe use of ENPs is development of fundamental
structure-activity relationships (SARS) in the context of nanoparticle/cellular interactions in vivo. This
is essential for advancing the burgeoning field of nanoparticle therapeutics, sensors, imaging agents,
and prophylactics for chem/bio defense and other DoD supported areas like traumatic brain injury.

Beyond fundamental science, this project contributed greatly to the protocell intellectual property
portfolio where, based on successful responses to office actions, we were issued a second
comprehensive US patent on targeted protocells. Additionally, protocell technology was successfully
transferred to the biotechnology industry. Aspects of this work also informed a newly funded Grand
Challenge project on developing nano-therapeutic platforms for the delivery of clustered regularly
interspaced short palindromic repeats (CRISPR) components.
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Refereed Communications:
C.J. Brinker, “Silica @ Cells: A Special Biotic/Abiotic Interface,” Plenary Lecture at the Third International
Conference on Advanced Complex Inorganic Nanomaterials (ACIN), Namur, Belgium, 2015.

J.L. Townson, Y-S Lin, P. Durfee, C.E. Ashley, and C.J. Brinker, “Protocells: Mesoporous Silica Nanoparticle
Supported Lipid Bilayers for Targeted Delivery,’ presented at the Fourth International Conference on
Multifunctional Hybrid and Nanomaterials, Sitges/Barcelona, Spain, 2015.

J.Sun, E. Jakobsson, Y. Wang, and C.J. Brinker, “ Nanoporous Silica-Based Protocells at Multiple Scales for
Designs of Life and Nanomedicine,” Life, vol. 5, pp. 214-229, January 2015.

Y-R Lou, L. Kanninen, B.J. Kaehr, J.L. Townson, J. Niklander, R. Harjumaki, C.J. Brinker, and M. Yliperttula, “Silica
Bioreplication Preserves Three-Dimensional Spheroid Structures of Human Pluripotent Stem Cells and HepG2
Cells,” Scientific Reports, vol. 5, Article 13635, September 2015.

K. Butler, P. Durfee, C. Theron, C.E. Ashley, E.C. Carnes, and C.J. Brinker, “Protocells: Modular Mesoporous Silica
Nanoparticle-Supported Lipid Bilayers for Drug Delivery,” to be published in Small.

P.E. Johnson, P. Muttil, D. MacKenzie, E.C. Carnes, J. Pelowitz, N.A. Mara, W.M. Mook, S.D. Jett, D.R. Dunphy, G.S.
Timmins, and C.J. Brinker, “ Spray-Dried Multiscale Nano-Biocomposites Containing Living Cells,” ACS Nano, vol.
9, pp. 6961-6977, June 2015.

B. Sun, S. Pokhrel, D.R. Dunphy, H. Zhang, Z. Ji, X. Wang, M. Wang, Y-P Liao, C.H. Chang, J. Dong, R. Li, L. Madler,
C.J. Brinker, A.E. Nel, and T. Xia, “ Reduction of Acute Inflammatory Effects of Fumed Silica Nanoparticles in
the Lung by Adjusting Silanol Display through Calcination and Metal Doping,” ACS Nano, vol. 9, pp. 9357-9372,
September 2015.

A.S. Dobroff, R. Rangel, L. Guzman-Rojas, C.C. Salmeron, J.G. Gelovani, R.L. Sidman, C. Bologa, T. Oprea, C.J.
Brinker, R. Pasqualini, and W. Arap, “Ligand-Directed Profiling of Organelles with Internalizing Phage Libraries,’
Current Protocol in Protein Science, vol. 30, 1-30.34, February 2015.

J.C. Harper, B.D. Carson, G.D. Bachand, W.D. Arndt, M.R. Finley, C.J. Brinker, and T.L. Edwards, “Laser Machined
Plastic Laminates: Towards Portable Diagnostic Devices for Use in Low Resource Environments,” Electroanalysis,
vol. 7, pp. 2503-2512, November 2015.

D.R. Dunphy, PH. Sheth, F.L. Garcia, and C.J. Brinker, “Enlarged Pore Size in Mesoporous Silica Films Templated
by Pluronic F127: Use of Poloxamer Mixtures and Increased Template/SiO2 Ratios in Materials Synthesized by
Evaporation-Induced Self-Assembly,” Chemistry of Materials, vol. 27, pp. 75-84, December 2014.

S.S. Chou, Y-K Huang, J. Kim, B. Kaehr, B.M. Foley, P. Lu, C. Dykstra, P.E. Hopkins, C.J. Brinker, J. Huang, and
V.P. Dravid, “Controlling the Metal to Semiconductor Transition of MoS2 and WS2 in Solution,” Journal of the
American Chemical Society, vol. 137, pp. 1742-1745. January 2015.

Y. Fu, B. Li, Y-B Jiang, D.R. Dunphy, A. Tsai, S-Y Tam, H. Fan, H. Zhang, D.M. Rogers, S.B. Rempe, P. Atanassov,
J.L. Cecchi, and C.J. Brinker, “Atomic Layer Deposition of L-Alanine Polypeptide,’ Journal of American Chemical
Society, vol. 136, pp. 15821-15824, October 2014.
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Understanding and Engineering Lignolysis for Renewable Chemical Production
173019 | Year 2 of 3 | Principal Investigator: S. Singh

Project Purpose:

The purpose of this project is to build upon the Sandia expertise in lignin characterization and
conversion to develop a microbial chassis capable of converting lignin generated by the biofuel, pulp,
and paper industries into targeted renewable chemicals.

Lignin is the only source of renewable aromatics, and utilization of lignin for high value co-products
will enable biofuel industries to become cost competitive with petrochemicals. The prospects of
macromolecular lignin being utilized as raw materials for fuels and chemicals have been highly touted,
but no conversion technologies have been realized. Towards this goal, this project explores two
routes: 1) a bio-route based on an engineered organism by borrowing the heterologous enzymes for
lignin depolymerization, transportation of the lignin monomers and subsequent modification into
value-added chemicals and 2) a hybrid process—a chemical process followed by a bio-based process
that utilizes the engineered organism from the first route.

Bacillus subtilis was chosen as a suitable bacterial host for this project as it possesses the ability to
secrete the lignolytic enzymes along with other advantages. By performing omics studies on an array
of different microbes and substrates, we are aiming to gain knowledge of different transporters
involved in lignin uptake, the central metabolism of the lignolytic organism and identify novel
enzymes involved in the lignin pathway. We are also evaluating two aromatic transporters for their
capability in uptake of a range of oligomeric compounds derived from lignin. Our final product will be
a robust synthetic biology toolbox tailored for lignin coupled with an engineered microbial chassis and
conversion routes for lignin conversion.
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Unknown Pathogen Detection in Clinical Samples: A Novel Hyperspectral Imaging
and Single Cell Sequencing Approach

165607 | Year 3 of 3 | Principal Investigator: B. Carson

Project Purpose:

Detection of pathogens in pre-symptomatic stages of infection is challenging. Most diagnostic
techniques are insufficiently sensitive to detect infection and identify viruses in particular at

these early stages. Recently, second-generation sequencing has been applied to this problem.
However, despite substantial progress, the signal-to-noise ratio inherent in this technique makes
pathogen identification in clinical samples prohibitive, thus leaving treatment decisions dubious.
We address this critical problem by identifying spatial and spectral signatures of host response that
differentiate uninfected human blood cells from those infected with a pathogenic virus without
requiring a priori knowledge of its identity. We will integrate hyperspectral imaging with microfluidic
cell sorting to: 1) separate individual infected and uninfected cells and 2) use high-throughput
sequencing to analyze individual cells and pools of cells. We envision this will greatly improve the
ability to identify pathogens in clinical samples since pathogen-negative cells from the same sample
will serve as control. Only single cell analysis can verify the accuracy of this technique, and our
success will greatly improve our competitiveness for the National Institutes of Health and other
potential sponsors. Moreover, this new capability would transform not only the ability to diagnose
infection with unknown pathogens early in disease, but also the identification, characterization,

and countermeasure development for emerging and engineered viruses. Finally, the hyperspectral
imaging cell sorter we are developing will have countless applications in diverse biological problems
including infectious disease, biofuels, and analysis of microbial consortia.

Summary of Accomplishments:

We have designed and tested a laminate microfluidic device capable of axially focusing a stream of
cells. A rapid-actuation solenoid valve provides a short burst of pressure to divert a target cell into an
adjacent flow stream bound for a sample vial. We have developed image analysis software to select
cells that meet user-specified criteria (e.g., color, size, intensity) and have integrated this software
with the solenoid valve control software to allow for automated sorting.

We have designed and constructed a prototype of a novel hyperspectral imaging-based cell sorter.
Using this instrument, we have demonstrated collection of hyperspectral confocal fluorescence
images of individual flowing beads/cells. An invention disclosure has been filed for this technology.

We have identified spectral and spatial biomarkers indicative of viral infection in macrophage cells
stained with the vital dye Acridine Orange. The biomarkers are robust and permit classification of
infection state as early as six hours post-infection with Adenovirus. Identification and classification
are enabled by the development of image analysis algorithms to identify cells and provide cell
statistics and by logistic regression classification methods.

We have performed successful sequencing of as few as 10-100 cells with detection of virus. We
accomplished single cell sequencing, but this proved to be less robust and sensitive to contamination.

Significance:

The project has provided initial demonstration of a new method for identification and isolation of
virus-infected cells from their uninfected counterparts without the use of virus-specific reagents. This
method benefits the DOE/NNSA and DHS biodefense missions by facilitating groundbreaking studies
on the identification of man-made and emerging pathogens. Further, this capability can benefit DOE/
NNSA bioenergy programs since it enables the screening of genetically engineered algal strains and
microbial communities for enhanced biofuels production.

Refereed Communications:
S.M. Anthony, A. Carroll-Portillo, and J.L. Timlin, “Dynamics and Interactions of Individual Proteins in the
Membrane of Living Cells,” Single Cell Protein Analysis, A.K. Singh, editor, Springer, 2015.
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Computing & Information Sciences

The Computing and Information Sciences (CIS) LDRD Investment Area (IA) champions innovative
research and development that advances the state of the art in mathematics, information sciences,
and computing relevant to Sandia’s national security missions. As these applications continue to
technically deepen and broaden (internally and externally), there is an ongoing need to refresh

and advance underlying knowledge and capabilities. The scope of the IA includes computer and
computational science and engineering, information science (including mathematics and cognitive
sciences), and aspects of cyber sciences and data sciences. The |A is pursuing several strategic
objectives. First, we want to develop the technologies that will underpin the success of future
generations of Sandia computers. These technologies include scalable system architectures, system
software and computational methods, and tools for both scientific and data-centric computing. They
also include approaches to building future machines out of non-CMOS technologies. Second, we want
to develop and exploit synergy between computing and cyber capabilities. Third, we want to advance
the science and engineering of trust and resilience in computing and information systems.

Projects

(Active) Learning on Groups of Data with Information-Theoretic Estimators 32
A Domain-Specific Language for Distributed Tensor Computations 33
A Framework for Wind Turbine Design under Uncertainty 34
Active Learning in the Era of Big Data 35
Adaptive Bayesian Inference for Prediction 36
Adaptive Multimodel Simulation Infrastructure (AMSI) 37
Advanced Data Structures for Improved Cyber Resilience and Awareness in Untrusted Environments.............. 38
Advanced Uncertainty Quantification Methods for Circuit Simulation 39
Analyst-to-Analyst Variability in Simulation-Based Prediction 40
APEX: Application Characterization for Exascale Systems 41
Cognitive Computing for Security 42
Coupling Computational Models: From Art to Science 44
Data-Driven Optimization for the Design and Control of Large-Scale Systems 45
Decision Analytics for Complex Supply Chain Networks 46
Detecting Lateral Movement on Internal Networks 48
Efficient Probability of Failure Calculations for QMU using Computational Geometry. 49
Enabling Bidirectional Modality Transitions in Collaborative Virtual Environments 51
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Game Theory for Proactive Dynamic Defense and Attack Mitigation in Cyber-Physical Systems........c.ccoeervennunee 52
Graph Learning in Knowledge Bases 53
HostWatch: Situational Awareness of Machine State for Cybersecurity 54
Identification of Markers of High RANS Uncertainty for Model Improvement in Engineering FIOWS ........ccccouvveua. 56
In Situ Compressed Sampling and Reconstruction of Exascale Unstructured Mesh Datasets 57
Kernel and Meshless Methods for Partial Differential Equations 58
Modeling Information Multiplexing in the Hippocampus 59
Operationally Relevant Cyber Situational Awareness Tool Development 60
PIMS: Memristor-Based Processing-in-Memory-and-Storage 62
Reducing Computation and Communication in Scientific Computing: Connecting Theory to Practice.................. 63
Scaling up Semiconductor Quantum Computers through Multiscale Analysis 64

Simulation Capability and Computational Assessment of Memristors as Beyond-CMOS Logic and Memory

Devices 65
Strong Local-Nonlocal Coupling for Integrated Fracture Modeling 66
Sublinear Algorithms for In Situ and In-Transit Data Analysis at Exascale 68
Topological Design Optimization of Convolutes in Next-Generation Pulsed Power Devices 70
Towards Rigorous Multiphysics Shock-Hydro Capabilities for Predictive Computational Analysis .......ccceeueerunnee 71
User-Accessible Unified Manycore Performance-Portable Programming Model 72
Versatile Formal Methods Applied to Quantum Information 73
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(Active) Learning on Groups of Data with Information-Theoretic Estimators
181061 | Year 1 of 3 | Principal Investigator: W. P. Kegelmeyer

Project Purpose:

Machine learning techniques in areas such as classification, anomaly detection, and regression
typically focus on single points as the unit of interest; the underlying data is projected into a feature
space before the algorithms ever see it. This projection, however, is not always natural, and it may
discard key information. In many settings, we wish to perform machine learning tasks on objects that
best can be viewed as a set of lower-level objects: for example, images can be successfully viewed as a
collection of local patches. In order to use traditional techniques on these set-based objects, we must
create a single vector that represents the entire set. Though there are various ways to summarize
aset as a vector, we can discard less information and potentially require less work in feature
engineering by operating directly on sets of feature vectors.

One method for machine learning on sets is to consider them as samples from some unknown
underlying probability distribution over feature vectors. Each example has its own distribution: if we
are classifying images as sets of patches, each image is defined as a distribution over patch features;
each class of images is a set of patch-level feature distributions. We can then explore kernel methods,
based on statistical estimates of distances between probability distributions, to classify samples from
these distributions. Because we obtain a kernel, we can exploit the substantial literature of kernel
methods to solve many types of learning problems. This research, in collaboration Carnegie Mellon
University, is applicable wherever a deeper analysis of sets of things (rather than individual samples)
isrequired.
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A Domain-Specific Language for Distributed Tensor Computations
181062 | Year 1 of 1| Principal Investigator: T.G. Kolda

Project Purpose:

The growing complexity of mathematical modeling requires increasingly complex data structures to
be partitioned onto massively parallel-distributed computing systems. We are particularly interested
in the distribution of multi-way arrays, also known as tensors. A matrix is an example of a two-way
array, and much previous work has focused on optimal partitioning schemes to reduce the cost of
collective communications (i.e., those operations that involve data exchange between groups of
compute nodes). We consider the problem for n-way arrays, which greatly increases the complexity of
the problem, but is necessary for facilitating advanced simulations in domains such as computational
chemistry, advanced data analysis, and other applications. Each communication pattern has

some structure underlying it. Our goal is to provide analysis capabilities for optimizing collective
communications.

The goal of this project, in collaboration with University of Texas-Austin, is to create a theory for
multilinear computation in distributed-memory environments, which formalizes data distributions,
collective communications, and the effect of collective communications, while still being powerful
enough to derive high-performance algorithms for multilinear operations. By creating a library
that implements the theory, tests can be performed to validate or refute the theory. This project
investigates new ways to express distributed objects for n-way arrays.

Summary of Accomplishments:

Large-scale datasets in computational chemistry typically require distributed-memory parallel
methods to perform a special operation known as tensor contraction. Tensors are multidimensional
arrays, and a tensor contraction is akin to matrix multiplication with special types of permutations.
Creating an efficient algorithm and optimized implementation in this domain is complex, tedious,
and error-prone. To address this, we have developed a notation to express data distributions so
that we can apply automated methods to find optimized implementations for tensor contractions.
By considering the spin-adapted coupled cluster singles and doubles method from computational
chemistry, we have used our methodology to produce an efficient implementation. Experiments
performed on the IBM Blue Gene/Q and Cray XC30 demonstrate both improved performance and
reduced memory consumption.

Significance:

Research supporting multiple DOE, DoD, and other government missions often relies on
mathematical modeling and advanced simulation, computationally complex operations. Partitioning
and executing such processes onto massively parallel distributed computing systems is nontrivial. The
success of our results could potentially numerous disciplines reliant on high performance computing.
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A Framework for Wind Turbine Design under Uncertainty
173867 | Year 2 of 3 | Principal Investigator: M. S. Eldred

Project Purpose:

Wind energy is an increasingly vital component of the electricity generation system in the United
States. In 2009, over 3% of the nation’s total electricity generation came from wind, and a report by
DOE outlines plans to satisfy 20% of the national energy budget with wind power by the year 2030.
DOE estimates that as much as a 35% increase in annual wind energy production can be obtained
from improvements in wind turbine aerodynamics. Achieving these gains in performance will only be
possible by using higher fidelity methods to model the aerodynamics. Therefore, a new framework for
wind turbine design under uncertainty, that makes effective use of high-fidelity computational fluid
dynamics, tools will be developed in collaboration with Stanford University. The ability to accurately
assess the effect of all sources of uncertainty using predictive high-fidelity models will enable
businesses to effectively estimate the investment risk in wind energy solutions and promote growth
in this energy sector.

Currently, wind turbines are analyzed and designed by low-fidelity tools since they are
computationally inexpensive, allowing direct evaluation of quantities of interest (Qol) involving power
output and maximum loading for a broad range of input cases. For newer, more aerodynamically
aggressive designs, there is little hope of obtaining accurate Qol ranges using the simple low-fidelity
models. But, by effectively augmenting a large number of low-fidelity simulations with a smaller
number of high-fidelity evaluations within our proposed multifidelity framework, we will accurately
and efficiently quantify the uncertainties in our Qols.
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Active Learning in the Era of Big Data
173667 | Year 2 of 2 | Principal Investigator: W. L. Davis, IV

Project Purpose:

As the volume of data grows, so does the amount of computational power and the human ingenuity
required to harness that power. Processing the data is not the problem. The critical issue is that,
while the amount of data is growing, the time it takes a human to answer a question today is the same
amount of time it will take the human to answer it tomorrow. And tomorrow, it will cost more. While
many tasks have been automated, such as telephone operators, some tasks will always prefer to have
a human in the loop. Such tasks may include sensitive, high-risk applications in medical or security
areas; they also include areas that require more qualitative assessments of quality: the “I'll know it
when | see it” quality that is difficult to automate.

Current active learning research generally neglects the valuable information that can be gained
from studying the relationship between the specific machine learning algorithms employed and

the active learning heuristics themselves. This project aims to tackle the two major impediments

to implementing active learning for big-data in practice: 1) the logistics of query distribution and
collection and 2) the lack of efficient algorithms with guarantees. This research, in collaboration with
the University of Wisconsin-Madison, will both extend the scalability of active learning approaches
and expand the use of active learning techniques by lowering the barrier of complexity. In addition
to these practical advancements, this research will advance the science of machine learning by
enhancing the theoretical understanding of active learning constraints and guarantees.

Summary of Accomplishments:
To facilitate the development, testing, and deployment of active learning for real applications, we have
built an open-source software system for large-scale active learning research and experimentation.
The system, NEXT, provides a unique platform for real-world, reproducible active learning research.
NEXT enables machine learning researchers to easily deploy and test new active learning algorithms
and enables applied researchers to employ active learning methods for real-world applications.

NEXT is accessible through a REST Web API (application programming interface) and can be easily
deployed in the cloud with minimal knowledge and expertise using automated scripts. NEXT provides
researchers a set of example templates and widgets that can be used as graphical user interfaces to
collect data from participants.

In addition to the NEXT software itself, this research produced results that show how
experimentation can help expose strengths and weaknesses of active learning algorithms, in
sometimes unexpected and enlightening ways.

Significance:

Collecting large-scale datasets for building analytical models for national security can be difficult
and time-consuming. NEXT provides a flexible and general-purpose active learning platform that

is versatile enough for a large breadth of applications. This allows us to easily replicate past (and
future) algorithm implementations, experiments, and applications. This research enables analyst-
driven data collection in a much more efficient manner, reducing overall costs for data procurement
and increasing the fidelity of our analytical models. This ultimately enhances our ability to utilize
analytical models in areas such as cybersecurity and satellite data analysis.

Refereed Communications:
K. Jamieson, S. Katariya, A. Deshpande, and R. Nowak, “Sparse Dueling Bandits,” presented at the Artificial Intelli-
gence and Statistics Conference, San Diego, CA, 2015.

K. Jamieson, L. Jain, C. Fernandez, N. Glattard, and R. Nowak, “NEXT: A System for Real-World Development,
Evaluation, and Application of Active Learning,” Neural Information Processing Systems, Montreal, Canada, 2015.
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Adaptive Bayesian Inference for Prediction
188256 | Year 1 of 1 | Principal Investigator: T. M. Wildey

Project Purpose:

Performing rigorous predictive simulation necessitates that any and all available data be incorporated
into the modeling process in order accurately quantify uncertainties in the model prediction.
Statistical Bayesian inference is the most frequently used approach for incorporating data into
uncertainty estimates. Statistical Bayesian inference uses data and an assumed error model to inform
posterior distributions of model input variables and model discrepancies. The resulting posterior
densities are then propagated forward through the model to quantify the effect of these uncertainties
on the model quantities of interest. Markov Chain Monte Carlo (MCMC) sampling (or the special case
of Gibbs sampling) is the most popular approach for solving the Bayesian inverse problem. However,
MCMC often requires an infeasible number of model evaluations and can fail to converge to the true
posterior distribution.

We propose to pursue a new approach for stochastic inversion that:

Has a solid mathematical foundation

Does not rely on MCMC sampling to generate samples of the posterior distribution

Does not require a statistical assumption on the model error

o Leverages the adaptive response surface approximations techniques developed at Sandia

Our approach will utilize a reformulation of a measure-theoretic inversion technique to solve a non-
statistical Bayesian inference problem. This reformulation allows us to reduce the computational cost
of approximating the posterior distribution using goal-oriented adaptive sampling and approximation
methods. Our algorithm will concentrate high-fidelity model evaluations in regions of the parameter
space that significantly contribute to the uncertainty in specified quantities of interest and are most
informed by the available data.

Summary of Accomplishments:

We compared our new non-statistical Bayesian approach with the standard statistical Bayesian
approach and demonstrated that the new approach can easily generate comparable sets of samples
from the posterior distribution without relying on MCMC. We also produced numerical results that
demonstrate adaptive refinement of a sparse-grid surrogate model based on both the prior and the
posterior distributions. Our method demonstrated improvements in the computational cost required
to achieve a given error tolerance.

Significance:

Inverse problems are ubiquitous in computational science and engineering. Often, parameters of
interest cannot be measured directly and must be inferred from observable data. The approach
developed in this project will assist engineers working to understand and quantify the uncertainties
for a broad range of national security applications throughout the NNSA and other agencies that
require efficient predictive simulation with quantified uncertainty.
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Adaptive Multimodel Simulation Infrastructure (AMSI)
166140 | Year 3 of 3 | Principal Investigator: M. W. Glass

Project Purpose:

At present, the implementation of a massively parallel multiscale/multiphysics simulation requires
expertise, not only in the physical domain of interest, but also in parallel programming and software
engineering. While there have been attempts to construct software frameworks to ease the
construction of such simulations, these typically require that component codes adhere to certain
specific interfaces and data structures. Incorporation of software components used in these
simulations can require a great deal of expertise and effort. Through a partnership with Rensselaer
Polytechnic Institute, this fundamental research is focused on developing multiphysics code-coupling
frameworks for legacy components. We will develop a simulation infrastructure to facilitate the
implementation of multimodel adaptive simulations, allowing the incorporation of proven legacy
components. This infrastructure will leverage high-level programming techniques and a variation

on the typical component-based architectures to facilitate the easy integration of legacy software
components for use in the infrastructure. By removing the requirement of low-level programming
expertise in order to construct these simulations, domain-specific experts and industry-level users
will be able to reuse proven legacy software components in order to simulate the physical phenomena
of importance to them.

The design and implementation of a system to facilitate the combination of low-level code
components with arbitrary functional interfaces and data structures poses a number of mathematical,
logical, and computational challenges, especially in conjunction with the usability goals stated above.
The primary foci in the construction of physical simulations are efficiency, performance, and accuracy.
Thus, the low-level systems underlying the high-level computation stages pose an entirely different
set of challenges to be overcome in their implementation.

Summary of Accomplishments:

We initially focused on designing a set of simulation-state abstractions and implementing mechanisms
to model and track them over the life of a simulation. The development of these concepts allowed

the initial implementation of the adaptive multiscale simulation infrastructure (AMSI). The primary
capabilities of AMSI focused on maintaining the simulation meta-state, as well as planning, managing,
and implementing the parallel communication required for multiscale data coupling to occur in a non-
intrusive manner. Non-intrusive use of AMSI was a key area of focus, to allow minimal modification to
existing single-scale codes for use in general multiscale simulations facilitated by AMSI.

We demonstrated the utility of the initial implementation of AMSI, and applied the method to a

test biological tissue problem, coupling together a macroscale finite element code and a microscale
quasistatics code. These results were discussed, along with core data structures and algorithms used
in the implementation of AMSI, in a talk at the SIAM Conference on Parallel Processing for Scientific
Computing 2014. We also demonstrated the use of new capabilities developed for dynamically
controlling adaptive multiscale simulations: specifically, for scale-sensitive load balancing operations.
These results were presented at the SIAM Conference on Computational Science and Engineering
2015 and included additional discussion on the biological tissue test application.

Significance:

This project saw the implementation of the scale-sensitive load balancing capabilities of AMSI, as well
as their inclusion in the biological tissue multiscale simulation. Further exploration of the capabilities
of the scale-sensitive load balancing and the optimal methods of use in general multi-scale simulations
was then conducted. Initial work is being conducted on ‘load-balancing’ the execution of individual
scales in a multiscale simulation so as to further optimize the time-to-solution and facilitate greater
dynamic control over the simulation.

Refereed Communications:
W.R Tobin, D. Fovargue, VW.L. Chan, and M.S. Shephard, “Load Balancing Multiscale Simulations,” presented at
the SIAM Conference on Computational Science and Engineering, Salt Lake City, UT, 2015.

W.R. Tobin, D. Fovargue, and M.S. Shephard, “Parallel Infrastructure for Multiscale Simulation,” presented at the
SIAM Conference on Parallel Processing for Scientific Computing, Portland, OR, 2014.
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Advanced Data Structures for Improved Cyber Resilience and Awareness in
Untrusted Environments

180820 | Year 1 of 3 | Principal Investigator: C. A. Phillips

Project Purpose:

This project focuses on fundamental research in write-optimized data structures (WODS) with
applications to resilient high performance data management. WODS enable systems to ingest
and index data faster, by orders of magnitude, than with previous data structures. There are
write-optimized data structure replacements for B-trees (for databases) and for Bloom filters (for
approximate membership queries). Developed for commercial databases, WODS have not been
applied in security settings to their full potential.

We will create WODS to enable network-security-monitoring components to stream high-speed
network data to disk and perform complex queries on that data during subsequent analyses. The
additional speed of WODS can create new opportunities for cybersecurity monitoring tools to
support complex and real-time queries. We will add features to WODS to make them more useful for
cyberstream monitoring. These include aging out data and handling significant data repetition. We
will quantify performance improvements on realistic cyberstreams.

We will design data structures that combine the speed of WODS with security/resilience (history-
independent storage). A snapshot from history-independent data structures would not reveal
anything about the past history of the data structure, such as the order that elements were
inserted. We will explore fundamental tradeoffs between history independence and data-structure
performance in main and external memory.

Finally, we will consider improved efficiency for oblivious RAMs, which hide data-access patterns
from intruders and untrusted platform operators. We will investigate improved efficiency and/or
security for big data platforms such as Hadoop and Accumulo.
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Advanced Uncertainty Quantification Methods for Circuit Simulation
173331 | Year 2 of 3 | Principal Investigator: E. R. Keiter

Project Purpose:

This research aims to develop reliability methods for analog circuit simulation, with the goal of
mitigating the expense of large ensemble Xyce circuit calculations. The primary output will be
discovery of a set of advanced methods to determine time-dependent failure probability of nuclear
weapons (NW) circuits. Historically, NW circuit designers and analysts rely almost exclusively on
brute-force nested sampling methods, requiring expensive numbers of Xyce simulations. To address
this, our research is focused on aspects of uncertainty quantification (UQ) that can be used to
mitigate this computational expense. We have recently included the addition of analytical parameter
sensitivities in Xyce for steady state and transient analysis, and surrogate modeling via principal
component analysis on field data.

In the final year of the project, we plan to focus on two main areas: 1) hierarchical uncertainty
quantification and 2) the use of analytic parameter sensitivities in calibration and UQ. Research Area
1 involves decomposing a circuit into subcircuit or device models, where each submodel may be
characterized with a lower-dimensional representation, such as a polynomial chaos expansion or a
surrogate model, as mentioned above. The hierarchical approach has the potential to make UQ more
feasible for complex circuits that are computationally expensive. Research Area 2 focuses on the
adjoints that Xyce now produces, which can be used to reduce the number of function evaluations
both for UQ and calibration methods. We plan to investigate this in the context of compact models
and the construction of derivative-enhanced surrogates.

The successful development of this research will reduce the number of simulations required to assess
NW circuit failure due to hostile radiation. It is anticipated that this will impact weapons qualification
activities (e.g., Qualification Alternatives to the Sandia Pulsed Reactor), enhanced surveillance
programs, and various NW life extension programs. Advanced UQ methods have not been previously
attempted for production-level circuit simulation. This project addresses several issues that will
render uncertainty quantification and failure analysis more feasible for large-scale NW radiation-
hardness circuit problems.
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Analyst-to-Analyst Variability in Simulation-Based Prediction
173028 | Year 2 of 3 | Principal Investigator: M. R. Glickman

Project Purpose:

Despite the tremendous number of compute cycles devoted to computer-based simulation, the value
of all this computation is only realized when coupled with a different kind of computational process
that is performed by human beings seeking to refine their understanding and make predictions.
Moreover, from informal observation and discussions with analysts, we have become aware that, even
when provided the same problem, source data, simulation tools, and specific questions, it is unlikely
that two analysts will arrive at precisely the same predictive judgments.

Analyst-to-analyst variability is an indicator of potential uncertainty in simulation-based assessment.
What impact might such uncertainty have on our national security mission? Are there effective ways
to mitigate associated risk and/or improve decision-making? We don’'t know because there have

been few, if any, formal studies of analyst-to-analyst variability in simulation-based assessment. In
lieu of such studies, analyst judgment is developed through professional training and mentoring and
subjected to peer review. Despite these wise practices, there remains a large disparity between our
relatively intuitive approach to analyst judgment and our formal treatment of other stages of the
simulation-based assessment pipeline such as hardware architectures and numerical algorithms.
More alarmingly, psychological research continues to reveal consistent biases in human judgment and
decision-making, biases that were only divined via formal analysis.

We are conducting both: a) in situ observational studies of simulation-based judgment as practiced
at Sandia and b) formal, controlled experiments in which subjects are given carefully chosen data

and tools and asked to derive their best assessment. The goal of this project is to identify and
document significant factors that underlie variability in simulation-based assessment to prepare

for investigating how this understanding might be leveraged to boost predictive performance. This
novel project leverages psychological findings within the already highly interdisciplinary enterprise of
predictive computer simulation of physical processes.
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APEX: Application Characterization for Exascale Systems
173031 | Year 2 of 2 | Principal Investigator: S. D. Hammond

Project Purpose:

Scalable parallel applications and computer architectures are a critical capability for DOE and NNSA
missions, NNSA's Advanced Simulation and Computing Program, and many other national security
related programs. As the community continues to pursue significant increases in the performance

of supercomputing hardware, we are quickly finding that the mapping of existing algorithms and
programming models to leading-edge hardware is becoming highly strained. This is, in part, a result

of the changing approach to delivering hardware performance-parallelism is offered instead of
increased core clock frequency-as well as implicit assumptions regarding the behavior and structure
of machines that no longer continue to hold. When combined with the challenges of lowering power
consumption and the reduced reliability of future hardware systems used at scale, the use of existing
production codes on future supercomputers without modification now seems unlikely. Application
developers are, therefore, facing the prospect, for perhaps the first time in two decades, of needing to
fundamentally rearchitect, and in some cases rewrite, large sections of key production code. Whilst

a full application rewrite may seem an appealing route, the cost and time associated with this activity
alone means it cannot be undertaken for more than a handful of codes or libraries before it becomes
prohibitive. An alternative approach is to evolve applications through the identification of key kernels
and libraries addressing performance, power, and reliability concerns in a step-wise manner.

We are proposing a suite of binary analysis and instrumentation tools to support developers in
characterizing their existing applications, with a specific focus on identifying areas of concern relating
to performance, data motion, and reliability. The output of these tools will relate program level
objects such as data structures, functions, loops, or even code segments, to specific program metrics
of interest in exascale systems. These metrics are being identified by research using the Sandia-led
NNSA/ASC future architecture test bed program and collaborations with leading industry vendors.

Summary of Accomplishments:

The tools produced in this project, the first of any national laboratory, have been used to provide
specific and accurate calculation of achieved levels of floating point and integer vectorization. Our
research was able to demonstrate that vectorized floating point calculations, as expected by the
developer, show poor correlation with hardware-reported performance counters, indicating that
tools built upon these counters are likely to be provide incorrect information to NNSA/ASC code
teams. Collaboration with Intel persuaded the Advisor-XE tools group to develop a vectorization
analysis extension based largely on the approach illustrated in this project. Further, through the
development of methods for assessing application structure, we provided insight into where large
scientific codes spend the most significant amount time executing instructions. The demonstration
of this analysis on the SIERRA ADAGIO and ALEGRA Albany codes show the ability of this research
to scale to production-class workloads. Extensions of this work to multi-threaded applications has
since been employed on a number of research problems including analysis of kernels for Trilinos,
Albany, SIERRA, and Kokkos-many of which are actively targeting the ASC Trinity and other
platforms. We also extended the analysis methods to the Xeon Phi Knights Corner platform and
then, with collaboration from Intel, limited initial analysis of program structures for the Xeon Phi
Knights Landing instruction-set architecture (ISA) to be used in Trinity. The project provided the first
assessment of program instruction behavior for these platforms and was reported to several ASC
projects to help guide application porting and optimization activities.

Significance:

The project has provided significant insight into program behavior for production-class algorithms,
and in some cases, full production codes. The assessment of this behavior is enabling production code
developers to understand weaknesses in code performance and areas where optimization may need
to be considered. The instruction profile data is being provided to industry vendors to help improve
processor/ISA design for future products that may be selected for NNSA/ASC production computing
platforms. The project, therefore, is helping to improve algorithm performance on both contemporary
and future systems.
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Cognitive Computing for Security
165613 | Year 3 of 3| Principal Investigator: E. Debenedictis

Project Purpose:

The original project purpose was to study applications of memristor-based neural networks to
security systems, but the scope changed over its lifetime. These “new” security systems were to have
had two features: they would have a novel physical security feature that stores critical information
in memristors, which could be quickly erased or otherwise used for information protection. The
cognitive features would also be able to learn certain security relevant tasks on the fly, such as
identification of malware. These objectives changed and expanded over time.

The project identified that the original direction was not practical based on current memristor
technology, which led to development of a comprehensive theory on when certain new transistor-
replacement device could outperform conventional complementary metal oxide semiconductors
(CMOS). The original idea of malware detection also expanded over time to an understanding of
how to embed a general-purpose computer into a neural network-leading to a reconciliation of the
current “Turing machine” class computer that is a ubiquitous office machine and the other main class
of computer in the world, which are the brains of animals.

Based on our new research direction, we sought to identify the scaling limits of artificial neural
networks built from analog electronics, applying the resulting know-how to a security application as
ademonstration. There has been science fiction-class vision for many decades that mankind would
make artificial neurons that can duplicate the human brain. While realizing this vision is likely far
off, there is a reasonable intermediate goal of having artificial neurons and related brain-inspired
techniques address useful problems at smaller scale. In fact, there is a good possibility that artificial
neural networks could fill a role as a “Beyond CMOS” or “Beyond Moore” computing system.

To make progress toward such an intermediate goal requires a clear understanding of the capabilities
and limitations of artificial neurons as engineered subsystems, with an ultimate goal of understanding
how to make reliable, manufacturable artificial neural networks at appropriate scale. This includes
developing CMOS analog electronics in Sandia’s MESA facility that fill the equivalent role of neuron
cell bodies. The CMOS analog electronics will be integrated with evaporatively deposited memristors
to fill the role of synapses and accompanied by the neural network learning theory to learn/program
suitable applications.

We identified a security application that would create a useful neural network at a manufacturable
scale, which is essentially an encryption device implemented with artificial neurons. The device is
physically constructed so it is encased in its neurons. Disassembly would damage the encryption
parameters, so the system would neither encrypt again nor reveal the keys.

Summary of Accomplishments:

The project began with extensive characterization of memristors. The activity began in an
environment when memristors were believed to have “figure 8” curve traces-there was heavy debate
about the precise shape of the figure 8. The noteworthy result is that we characterized memristor
more comprehensively than other organizations (at the time), discovering that memristors actually
had additional internal state and “noise,” both factors invalidating the entire concept that the device
could be characterized by a curve of any sort. This did not mean memristors were less useful, but
rather that they would only work in different circuits than had been studied by that time.

A second development was a theoretical framework for energy efficiency of these new non-CMOS
devices. Essentially, CMOS is widely believed to have a theoretical energy minimum of kT In(2) per
gate operation. Analysis of memristor circuits showed a minimum, also in units of kT, but instead of
the coefficient being the constant In(2), it scaled with N and the amount of precision. In other words, it
is not a bad device in terms of energy efficiency, but its behavior is quite different than transistors.
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This led to an exploration of computer architectures that would be compatible with memristors- a
host of other devices with unrealized R&D potential. The overarching result from this research is the
discovery of a way to make general-purpose computers, which is an important development. With this
discovered, we noted, interestingly that the circuits scaled up the number of small neural networks
whereas most of the research community expected a single neural network to scale up in size.

Significance:

As this project concludes, it is contributing to the national dialog on new computers. The project
developed a new computing model incorporating aspects of the von Neumann computer architecture
and neuromorphic computers (or brains), accompanied by an energy and power model and
experimental and theoretical validation. These ideas were adopted internally and influenced ongoing
research in adaptive neural algorithms for threat detection. The results, in collaboration with insights
from Hewlett-Packard Laboratories’ Fellow Stan Williams, were developed into whitepapers for the
Office of Science and Technology Policy (OSTP), with the combined set of ideas being announced as
an OSTP Nanotechnology-Inspired Grand Challenge for the Next Decade on the “Sensible Machine.”
OSTP is essentially using this set of ideas to set an R&D agenda for the National Strategic Computing
Initiative’s fundamental research arm at the national level.

Refereed Communications:
F. Rothganger, B.R. Evans, J.B. Aimone, and E.P. Debenedictis, “Training Neural Hardware with Noisy Compo-
nents,” in Proceedings of the International Joint Conference on Neural Networks, pp. 1-8, 2015.

A.J. Lohn, PR. Mickel, J.B. Aimone, E.P. Debenedictis, and M.J. Marinella, “Memristors as Synapses in Artificial
Neural Networks: Biomimicry Beyond Weight Change,” in Cybersecurity Systems for Human Cognition Augmenta-
tion, pp. 135-150, September 2014.

M. Marinella, et al., “Development, Characterization, and Modeling of a TaOx ReRAM for a Neuromorphic Accel-
erator,” presented (invited) Meeting Abstracts. No. 42, The Electrochemical Society, vol. 64, pp. 37-42,2014.
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Coupling Computational Models: From Art to Science
173025] Year 2 of 3 | Principal Investigator: P.B. Bochev

Project Purpose:
The purpose of this project is to formulate, develop, and demonstrate new and mathematically
rigorous approaches for the coupling of disparate numerical models.

For many mission-critical DOE applications, accurate and efficient coupling of trusted simulation
codes could expand scope, and deliver new modeling capabilities for a fraction of the time and cost
of new development. Of particular importance to DOE/NNSA, and the main focus of this project,

are coupled computational models (CCM) for high-consequence analyses of impact fuzes and asset
protection. Current state-of-the-art CCM poses the coupling as a “hard” constraint on the models.
Mathematically correct implementation of such couplings can be difficult, and is often substituted by
simpler ad hoc solutions. Such tactics, while expedient, are frequently mathematically questionable
(e.g., regarding stability), physically inconsistent (e.g., regarding conservation), and sometimes
computationally catastrophic (e.g., leading to clearly inadmissible results). We propose to significantly
improve the robustness, accuracy, and physical fidelity of CCM by developing a new mathematically
rigorous, yet adaptable, coupling strategy that casts the coupling into a constrained optimization
problem.

Posing CCM as a constrained optimization problem—to minimize the mismatched “energy” between
states subject to physical constraints—enables a reversal of roles, where the coupling adapts to

the physical models. Furthermore, since the basic approach relies on generic optimization ideas,
adaptable optimization-based couplings have significant potential for other multi-physics problems,
and for informing future research directions in solving such problems.

The proposed adaptable coupling strategy is a first-of-its-kind application of optimization ideas to
CCM that aims to deliver an advanced simulation capability.
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Data-Driven Optimization for the Design and Control of Large-Scale Systems
180822 | Year 1 of 2 | Principal Investigator: D. P. Kouri

Project Purpose:
This project will fuse data, uncertainty, and simulation in novel algorithms and discretizations for the
rapid and robust solution of mission-critical optimization problems.

Decisions are often formulated as optimization problems. In many applications, these problems

are simulation-based and involve partial differential equations, ordinary differential equations, or
differential algebraic equations. Such problems are often large-scale and the governing simulation
typically involves uncertain input parameters. An example application is the reliability testing of
components using direct field acoustic testing (DFAT). In DFAT, one must determine the speaker
output that reproduces target vibration profiles through the component while accounting for
material uncertainties. Another application is to design “off-normal tests” in which one interrogates
a hardware or software system to discover vulnerabilities. To design a robust, off-normal testing
harness, one must account for uncertainty in system components. For such problems, using data to
reduce uncertainty is crucial.

A common solution approach for these problems is to assume a known probability distribution for the
uncertain parameters, discretize the governing dynamics using standard numerical approximation
schemes, and solve the resulting finite-dimensional optimization problem. In many applications, such
as reliability engineering, assuming a known probability distribution can lead to unreliable system
performance with potentially catastrophic outcomes. To circumvent this issue, we propose novel
discretizations and optimization formulations that do not assume a known probability distribution,
but rather use data to determine an optimal solution that is robust to our ignorance of the true
probabilistic characterization of the uncertain inputs. The expected outcome of this project is a
rigorous and broadly applicable framework for optimal design, control, and decision making in the
presence of uncertainty that combines data, simulation, and optimization.
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Decision Analytics for Complex Supply Chain Networks
178670 | Year 2 of 2 | Principal Investigator: G. K. Kao

Project Purpose:

The purpose of this project is to develop decision-support technologies to enable decision makers

to perform risk-based cost-benefit prioritization of security investments to manage supply chain
integrity and risk. We propose a new systematic approach to examine the lifecycle phases (e.g., design,
implementation, testing, deployment, maintenance, retirement) of supply chains by leveraging a
new security risk metric based on the degree of difficulty adversaries will encounter to successfully
execute the most advantageous attack scenario. The key challenge is that the scale of the end-to-
end supply chain lifecycle problem is too large and complex. To manage this complexity, we propose
a hierarchical decomposition methodology in modeling the supply chain lifecycle. Our framework
consists of: 1) hierarchical representation, 2) macro state-of-health assessment, 3) adversary

action evaluation, 4) difficulty and consequence evaluation, and 5) optimization. The hierarchical
representation modeling enabled us to decompose the supply chain problem into manageable
pieces, such that risk and state-of-heath evaluation can be performed. High-level metrics will enable
decision makers and analysts to identify critical areas for further deep dives. The macro state-
of-health assessment is analogous to measuring vital signs before administering any diagnoses.

Data analytic techniques will address data integrity issues, where deep dive analysis will consist of
generating adversary scenarios based on functional grammars. Difficulty and consequence metrics
will enable decision makers to overcome complexity of quantifying security risk, and will be suited
for cost-benefit optimization. New optimization techniques, such as multilevel optimization methods,
will be explored. By design, the hierarchical and recursive approach will address the supply chain
problem comprehensively at various depths. Our methodology will help manage the complexity of
the problem, such that analysts can understand and gain insights into the end-to-end supply chain to
make risk-informed, effective decisions.

Summary of Accomplishments:

We designed a new holistic supply chain lifecycle decision analytic framework that enables decision
makers to perform risk-based cost-benefit analyses to optimally apply mitigation options to address
vulnerabilities in supply chains. The framework is demonstrated by a tool chain consisting of four
major components:

1. Hierarchical Supply Chain Representation

2. Sandia’s Difficulty and Consequences Risk Based Assessment

3. Semi-Automatic Grammar Based Vulnerability and Mitigation Assessment
4. Optimization Based Decision Analytics

Two data representation models, leveraging graph databases, and traditional relational databases,
were developed to capture the hierarchical lifecycle supply chain. These representation models
enabled high-level state-of-health evaluation based on our newly developed supply chain risk metrics.
We then developed a set of context free grammar, which were applied to our representation models
to generate an attack surface. Our method generated attack graphs that were not bounded by subject
matter experts’ input, and provided a more comprehensive attack surface for assessment. Bi-level
optimization problems were formulated for attack graph assessment. These optimization techniques
enabled analysts to identify attractive attack paths based on adversary’s difficulty, defender’s
consequences, and other constraints.

A patent, Framework and Methodology for Supply Chain Lifecycle Analytics, was also submitted, and

is currently under review. Furthermore, we demonstrated this framework on multiple-use cases.
We applied our framework to real life processes and electronic components, which also resulted in
publication demonstrating applications.
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Significance:

Our research builds the capabilities to help strengthen the foundation of the nation’s information
and communication technologies critical infrastructure supply chain. This problem addresses issues
that will not only have a national impact, but will also have a global impact. We have developed new
assessment methodology that advances the science in supply chain risk management. The models
developed will help federal agencies (e.g., DOE, DoD, DHS) to evaluate security impact in designing
and developing a viable and secure global supply chain. This research will, no doubt, provide insights
to the national security risk on the reliance of the global supply chain.

Refereed Communications:
G. Kao, J. Hamlet, R. Helinski, J. Michalski, and H. Lin, “Macro Supply Chain Security Decision Analytics, present-
ed at the Annual Computer Security Applications Conference (ACSAC), 2015.

G.Kao, H. Lin, B. Eames, J. Haas, A. Fisher, J. Michalski, J. Blount, J. Hamlet, E. Lee, J. Gauthier, G. Wyss, R. Helins-
ki, D. Franklin, and L. McLay, “Supply Chain Lifecycle Decision Analytics,” in Proceedings of International Carnahan
Conference on Security Technology (ICCST), pp. 1-7,2014.

G. Kao, J. Hamlet, R. Helinski, J. Michalski, H. Lin, and M. Shakamuri, “Supply Chain Security Decision Analytics:
Macro Analysis,” in Proceedings of IAEA Computer Security in a Nuclear World, 2015.

M. McCrory, G. Kao, and D. Blair, “Supply Chain Risk Management: The Challenge in a Digital World”, in Proceed-
ings of IAEA Computer Security in a Nuclear World, 2015.
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Detecting Lateral Movement on Internal Networks
188321 | Year 1 of 1| Principal Investigator: S. Martin

Project Purpose:

After gaining access to a network (via phishing, drive-by-downloads, etc.), attackers attempt to

move laterally within that network, with the goal of stealing credentials, gaining access to additional
computers, and ultimately compromising servers and stealing secrets. Currently, there are limited
methods for detecting lateral movement within a network, and it is unknown to what degree
intruders can be detected using authentication data. Authentication is difficult to obtain and parse,
and it is not known to what extent existing algorithms will uncover lateral movement in networks.
We propose to develop automatic lateral movement detection methods by applying machine learning
algorithms to authentication data.

One source of user-based data relevant to detection of lateral movement is authentication data, as

might be found in Kerberos logs, or even packet capture data. Researchers at LANL have assembled
a new unique dataset containing authentication data. The data includes red team activity as ground
truth. This dataset is ideal for developing and refining our algorithms.

We will investigate the use of machine learning algorithms (anomaly detection and/or supervised
learning) to automatically identify lateral movement within a network. We will apply our algorithms
to LANLs augmented authentication dataset; if successful, our approach will greatly benefit
cybersecurity personnel, improving the chances of detecting targeted attacks in a timely manner.

Summary of Accomplishments:

In order to establish the feasibility of using authentication data to detect lateral movement within
internal networks, we utilized two datasets collected at LANL. One dataset spanned a nine-month
period with very few details per event, and the other spanned a two-month period with many details
per event, including red team activity. We analyzed the data using simple statistics and various
machine learning algorithms, including graph layout, dimension reduction, supervised learning, and
anomaly detection algorithms. For both datasets, our results were encouraging, and pointed the way
towards further analysis and eventual application.

For the nine-month dataset, we constructed both a bipartite user-computer graph and user activity
profiles for each user over time. The user-computer graph showed definite groups of users and their
computers on the LANL network, and how these groups were connected.

For the two-month dataset, we constructed personal authentication subgraphs (PASs), which are
user-computer graphs for a given user. Simple graph statistics were computed for each user on that
user’s PAS, including: number of nodes, number of edges, diameter, max in degree, max out degree,
and number of user changes. We then used these statistics as input features for support vector
machines (SVMs) and anomaly detection algorithms in order to detect red team activity. The SVMs
were able to detect red team activity with up to 77.5% accuracy, with the area under the receiver-
operating-characteristic (ROC) curve scores up to 0.81. The best anomaly detection algorithm was
able to achieve an area under the ROC curve of 0.85 on the same task.

Significance:

Once an attacker gains access to a single computer on a network, he/she will attempt to move
laterally within the network. The goal is to steal credentials, gain access to additional computers,
and ultimately compromise servers and obtain data. Sometimes this sequence of events can happen
very quickly. A system that automatically alerts cybersecurity personnel would significantly impact
multiple security and consumer domains..
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Efficient Probability of Failure Calculations for QMU using Computational Geometry
165617 | Year 3 of 3 | Principal Investigator: S. A. Mitchell

Project Purpose:

This project focuses on new algorithms for uncertainty quantification (UQ) and optimization (Opt),
as well as mesh generation. These algorithms are of general use for a broad variety of reliability and
design questions related to NNSA's stockpile stewardship mission.

The key technical challenge is improving the efficiency of UQ and Opt methods (i.e., the accuracy
that can be obtained in a given computational time). In realistic applications, the computational time
is dominated by function evaluation calculations, which are typically large scale. Thus, efficiency

is increased if we can obtain the same information using fewer function evaluations, where each
function evaluation is a sample point in our approach. Hence, efficiency translates into innovative,
adaptive sampling approaches that place samples at locations where the most overall information
can be gained. There are both challenges and benefits related to the use of surrogates, which are
explicit functions constructed from prior samples. What is unique to our algorithms is the heavy

use of geometric concepts. Instead of boxes, our sample’s neighborhoods are spheres or Voronoi
cells. The size of these neighborhoods is adapted, based on information gained from new samples.
Further, instead of sample points, we consider sample lines, planes, hyperplanes, etc. Sometimes this
recursive-by-dimensions organization must be handled numerically; other times, we gain immense
efficiency by exploiting the analytic form of a sphere or surrogate. The general-purpose algorithms
developed in this project will be included in Sandia’s publically available Dakota optimization and UQ
toolkit, as well as in stand-alone meshing software.

Summary of Accomplishments:

The intent of the project was to utilize computational geometry and computer graphics techniques to
develop new algorithms for quantified margins of uncertainty, a form of uncertainty quantification.
Algorithm development focused on using sampling techniques—notably hyper-line sampling and
sphere packing sampling—together with Voronoi diagrams and surrogate functions. These new
algorithms are ideal for applications involving the use of numerical integration and surrogate
functions of some form. Additionally, algorithm development yielded a number of mesh-generation
applications that utilize the same core sampling techniques and Voronoi diagrams. Many of the
techniques developed in this project were deployed in stand-alone demonstration software. Some of
the more practical capabilities—notably some uncertainty quantification and optimization algorithmes,
together with a library for analytic surrogate functions for interpolating data—were deployed in the
Dakota optimization toolkit.

Significance:

Our results strengthened our external visibility, which helps enhance the vitality of the workforce
(e.g., for recruiting talented new researchers). Partnering with academia during algorithm
development also allowed us to gain insight into the techniques of other fields (e.g., computer
graphics and geometric modeling), and enabled the application of our core algorithms to other fields.
Our results advanced mathematical and computer science capabilities for conducting science and
engineering activities by providing more efficient and new meshing and opt/UQ algorithms, with
enhanced understanding of the key mathematics underlying these techniques. The methods were
vetted on problems with the same structure as mission-relevant applications. The project also had a
strong cross-disciplinary approach, integrating efforts from computational and engineering sciences,
so as to consider method applications. A number of natural follow-on projects emerged based on

the research outcomes, and several of these were funded. Finally, the project spawned technical
achievements and numerous published papers, and spanned general sampling techniques, giving rise
to uncertainty quantification, global optimization, modeling, and meshing techniques.
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Refereed Communications:
A.A. Rushdi, S.A. Mitchell, C.L. Bajaj, and M.S. Ebeida, “Robust All-Quad Meshing of Domains with Connected
Regions,” presented at the International Meshing Roundtable, Austin, TX, 2015.

M.S. Ebeida, S.A. Mitchell, A. Patney, A.A. Davidson, S. Tzeng, M.A. Awad, A.H. Mahmoud, and J.D. Owens, “Exer-
cises in High-Dimensional Sampling: Maximal Poisson-Disk Sampling and k-d Darts,” Series: Mathematics and
Visualization, Topological and Statistical Methods for Complex Data, pp: 221-238, 2015.

S.A. Mitchell, M.A. Mohammed, A.H. Mahmoud, and M.S. Ebeida,” Delaunay Quadrangulation by Two-coloring
Vertices,” presented at the International Meshing Roundtable, London, England, 2014.
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Enabling Bidirectional Modality Transitions in Collaborative Virtual Environments
166537 | Year 3 of 3 | Principal Investigator: K. M. Mahrous

Project Purpose:

Due to the time and cost of manufacturing, nearly all items—from metal casings to weapons to
buildings—are first designed virtually. Most collaborative engineering environments allow for

the manipulation and visualization of these virtual designs through a 2D interface (e.g., computer
monitor), which is an insufficient substitute for interacting with the model in 3D (regardless of

scale). In a collaborative design process, this often makes it difficult to thoroughly review and discuss
designs, a problem exacerbated by geographically distributed teams. This research aims to address
this problem by enhancing the work done in collaborative virtual environments (CVEs). Current CVEs
focus on visual (2D or 3D) interactions with the design; enhanced CVEs incorporate haptic feedback
via devices such as force-feedback gloves. We propose to explore this research direction further,

but also to take an entirely novel approach by introducing 3D materializers into the environment,

so that we can interact with cheap, quickly made, but still geometrically identical copies of objects.
Furthermore, the ability of current CVEs to transform physical objects into virtual ones via 3D
scanning algorithms will be extended to form a bidirectional pipeline that allows for a physical-to-
virtual-to-physical sequence where the object can be modified in both forms; we deem this novel
procedure the multimodal collaboration pipeline (MCP). Current CVEs only allow for 3D scanning

to convert physical objects into virtual ones, which necessitates that the engineer do most of the
work in one of the two domains. By closing the gap and allowing for bidirectional modality transitions
between the physical and virtual domains, we are creating a cutting-edge CVE with the potential to
reduce manufacturing costs and design time. As with any novel system utilizing new technology, there
is arisk that the system will not be measurably better for users. This work is in collaboration with the
University of California at Davis.

Summary of Accomplishments:

The project was intended to provide an integrated, cyclical system that allows users to work on
designs in both the physical and digital modalities. Current physical-to-digital acquisition methods
still lack both the accuracy and density required for the high-fidelity sampling and reconstruction
necessary for mission-critical work. As a result, we pivoted to focus the research on performing
object reconstruction from a fresh perspective that keeps in mind additive manufacturing and
advances in sensors, such as depth sensors. The final result explores the impact of sensors and
additive manufacturing on problems in computer vision, primarily object and scene reconstruction.
First, it introduces a novel method for object reconstruction, based on additively embedded
sensors, and verifies it with synthetic data. Second, it introduces a hybrid structure-from-motion
(SFM) pipeline that uses surface-level sensors to achieve more accurate photogrammetry data

than photography alone. Third, it discusses a depth-based error metric for use as a cost functionin
optimization during the last phase of a traditional SFM pipeline. Fourth, it discusses an efficient SFM
pipeline that produces denser reconstructions from initial reconstructions via progressive image
consistency constraints and interpolation. Fifth, it introduces a novel paradigm for evaluating object
reconstruction algorithms by utilizing datasets consisting of reproducible and customizable additively
manufactured objects.

Significance:

The fundamental research that went into developing a robust, MCP-advanced imaging and image-
processing theory is anticipated to benefit intelligence gathering and surveillance domains. For
example, multiple new sensor-fusion paradigms and algorithms are immediately useful and may
change future additive manufacturing processes. Furthermore, a new 3D-datasets paradigm, utilizing
additive manufacturing, enables new intra-algorithm comparisons and research. Investigations into
sensor fusion yielded future ideas about Near Field Communication, embedded sensors, and their
roles in future datasets and their acquisition. This has an impact on first responders other active
personnel.

Refereed Communications:

S. Recker, C. Gribble, M.M. Shashkov, M. Yepez, M. Hess-Flores, and K.I. Joy, “Depth Data Assisted Struc-
ture-from-Motion Parameter Optimization and Feature Track Correction,” in Proceedings of IEEE Applied Imagery
Pattern Recognition Workshop, pp. 1-9, 2014.
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Game Theory for Proactive Dynamic Defense and Attack Mitigation in Cyber-
Physical Systems
177965 | Year 2 of 3 | Principal Investigator: J. Letchford

Project Purpose:

Malicious attacks on cyber-physical systems, such as nuclear weapons systems or the electric power
grid, are orchestrated by human attackers whose decisions are influenced by personal incentives.
Current systems take into account that the value of a security system or policy is not only in the
attacks that it successfully foils, but also in the way that potential attackers’ actions are changed.
However, there are many other (currently non-accounted) decisions already being made in these
systems that also have the potential for deterring attacks. For example, strategies for mitigating

the extent of system failure or backup systems ignore this deterrence effect, and are not included

in current security models. When our security and resilience models ignore the changes in attacker
incentives due to other investment areas, we are less effective in allocating our limited resources.
Our goal is to develop models and algorithms that manage the computational issues that arise when
we consider a wide range of potential deterrence effects and attack vectors to enable more efficient
planning for investments in security, resiliency, and mitigation, both exploiting potential synergies and
avoiding costly redundant investments.

This project will give us the potential to consider a wide range of cyber-physical security domains,
with the hope that we will be able to find interesting parallels between these domains that allow us to
extend the techniques we develop for one domain to other domains.

We will use adversarial game theoretic analysis to develop new models and algorithms for cyber-
physical systems that characterize the deterrence factor of infrastructure investments that make
attacks impossible, and of investments that reduce the impact of system failures. We will also develop
the first models that take into account the interconnected nature of these investment areas.
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Graph Learning in Knowledge Bases
183780 | Year 1 of 3 | Principal Investigator: A.Pinar

Project Purpose:

Data science is a foundational pillar to many research areas. Current science and technology
approaches to data science focus on post-acquisition analysis. Very few analysis techniques support
the data acquisition process itself. The purpose of this project is to discover a framework that allows
for quantitative assessment of the value of data to the problem being solved; this process is known as
data valuation.

This problem is trivial if all data are equally valuable and useful, but this is not the case in practice.
Data elements can have complex relational dependencies where some aspects of the data can

be inferred, making its physical acquisition redundant. This inference is inherently probabilistic;
maintaining inferred data requires a knowledge-base structure that can handle non-deterministic
queries. Because traditional database queries return a single answer (requested data or null), in
absentia use of inferred data is hampered. Addressing this problem requires advances in probabilistic
knowledge-base design and utilization.

In collaboration with the University of Florida, the proposed research will leverage state-of-the-art
machine learning techniques for performing inference on a large-scale, probabilistic knowledge
graph. Specifically, probabilistic knowledge bases report, per cell, a probability that indicates the
likelihood that the element is a particular value. The techniques developed in this research will

focus on addressing issues and opportunities created with human-in-the-loop analysis patterns and
techniques. It is conceivable these data valuation frameworks (if quantitative) could replace current,
mostly arbitrary, data collection and retention policies.
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HostWatch: Situational Awareness of Machine State for Cybersecurity
165614 | Year 3 of 3 | Principal Investigator: J. B. Ingram

Project Purpose:

There are two behaviors that are common to most malware (malicious software): persistence and
communication. To date, most research and tool development for intrusion detection has been
focused solely on communication, presumably because mature collection tools for network traffic
have existed for some time. Recently, tools to collect host state data have matured enough to allow
large-scale collection. However, tools to analyze this voluminous data are very rudimentary.

We propose to increase situational awareness of cyberspace by using machine learning to
automatically detect compromised hosts via analysis of host state. The successful application of
machine learning to cybersecurity problems has been largely unproven, and to our knowledge, no
other research has attempted a large-scale analysis of host state. This analysis is accomplished by
combining two types of machine learning algorithms: anomaly detection and supervised/semi-
supervised learning. Anomaly detection is an unsupervised strategy, which is used to identify
potentially unknown threats. Supervised learning is used to detect known threats, which remain
unidentified on the network.

Both strategies are necessary. Anomaly detection may identify new malware, but it may also identify
unusual but harmless entries. Supervised learning can differentiate good and bad software, but it may
miss new malware, which is substantially different from previously encountered instances. Together,
the two approaches can highlight potentially new, previously unseen threats, as well as new instances
of previously seen threats.

An automated analysis workflow automatically ingests and analyzes new data. Both host data and
model output are intuitively visualized in a web interface to reduce cognitive load and allow analysts
to provide feedback, which is used to evaluate and improve models. The intent of such an interface is
to demonstrate the potential for providing results to cyber incident responders in near real-time.

Summary of Accomplishments:

Currently, Windows is the most common operating system, which makes it a highly sought target
for exploits. The most common persistence mechanism on Windows is the Registry, a hierarchical
key-value system database that stores configuration and program settings, user profiles, and is even
capable of storing commands to execute when the system is loaded. We performed an extensive
analysis of approximately 20 million Registry keys collected since October 2012. We developed
techniques to convert the data into a format amenable to machine learning, while significantly
reducing the number of instances to analyze. We established an initial performance baseline of
various state-of-the-art machine-learning techniques on this data, demonstrating the efficacy of
machine learning for detecting compromised hosts on a network. We anticipate that, with our best-
supervised model, a cyber analyst could find roughly 83% of known malware after viewing only a
small fraction of the total list.

We also made several algorithmic and programmatic contributions. Our algorithmic contributions
include: generating features for anomaly detection based on bipartite graph analysis, monitoring
the performance of classification models without labeled data, and developing novel multivariate
anomaly detection techniques. Additionally, most popular multivariate anomaly detection techniques
are heuristic-based and produce a score instead of a probability or density estimate. These score
distributions are generally difficult to compare among algorithms, which makes combining them to
improve accuracy more difficult. We developed novel non-parametric techniques to combine these
scores into an overall score. Initial experiments indicate that our technique doubles in performance
when compared to the average performance of the individual algorithms. Our programmatic
contributions include the implementation and deployment of several automated analysis workflows:
one for automatically ingesting and analyzing host state and the other for performing streaming
anomaly detection.
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Significance:

Most current research in intrusion detection has focused solely on detecting the communication
aspect of intrusions, typically via collection and analysis of network traffic. Being able to effectively
represent and model host-state data allows for more advanced enterprise-wide monitoring, providing
amore complete picture of events and changes that are occurring on machines within a network.
Over the course of this project, we have demonstrated the feasibility and efficacy of collecting and
analyzing host state across an enterprise, a capability that most organizations do not currently
possess.

Refereed Communications:

M. Solaimani, M. Iftekhar, L. Khan, B.M. Thuraisingham, and J.B. Ingram, “Spark-Based Anomaly Detection over
Multi-Source VMware Performance Data in Real-Time,” in Proceedings of the IEEE Computational Intelligence
(IEEE SSCI), pp. 66-73,2014.

E. Goodman, J. Ingram, S. Martin, and D. Grunwald, “Using Bipartite Anomaly Features for Cyber Security Ap-
plications,” to appear in Proceedings of the 14th IEEE International Conference on Machine Learning and Applications
(ICMLA), 2015.
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Identification of Markers of High RANS Uncertainty for Model Improvement in
Engineering Flows

180823 | Year 1 of 3 | Principal Investigator: J. Ling

Project Purpose:

The purpose of this Truman Fellow project is to develop and apply machine-learning techniques for
the detection of regions of high model form uncertainty in Reynolds Averaged Navier Stokes (RANS)
flow predictions. RANS simulations rely on empirical transport equations to model transport due

to turbulence. These simulations are susceptible to high uncertainty when the underlying model
assumptions are violated. Current methods for validating RANS simulations rely on validation
experiments or high fidelity simulations, both of which can be costly or infeasible to perform for many
flows of engineering relevance (for example, in areas within nuclear security and energy security
domains). Therefore, there is significant demand for computationally efficient methods that can
detect regions of high model form uncertainty in RANS simulations.

Machine learning algorithms are data-driven methods that can leverage the big data generated by
computational fluid dynamics simulations to learn when RANS model assumptions are violated. These
algorithms are trained on a database of canonical flow configurations for which both high fidelity and
RANS results are available. These detectors for elevated RANS uncertainty have a range of potential
applications. They are immediately useful for post-processing simulation results because they enable
users to know in which regions of the flow their simulations have increased uncertainty. Furthermore,
they could be used to trigger adaptive corrections during run-time. They are also informative in
experimental design to designate the regions of the flow that should be probed to provide the
strongest validation for the simulation results.
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In Situ Compressed Sampling and Reconstruction of Exascale Unstructured Mesh
Datasets

180818 | Year 1 of 3 | Principal Investigator: M. Salloum

Project Purpose:

Post-Moore and exascale platforms are expected to generate datasets that are too large to be reliably
stored or transferred across networks, thus impeding data exploration and knowledge discovery. In
situ data compression can address this problem, but current efforts are overwhelmingly targeted at
data defined on regular lattices. These efforts are not suitable for data defined onirregularly spaced
points (“point-clouds”) (e.g., unstructured meshes).

We will develop a fast data compression method for time-dependent fields defined on point-clouds,
based on the theory of compressive sensing (CS) of videostreams. Conventional CS theory, developed
for image compression, is based on the representation of lattice data using first generation wavelets.
We will extend the theory to encompass second-generation wavelets (SGW) that can be described on
point-clouds. This extension requires designing random matrices that are incoherent with SGW and
establishing the restricted isometry required for unique inflation of compressed samples. Time-series
modeling of wavelet representations of datasets will be used to reduce the temporal reconstruction
cost. We will also investigate scalable reconstruction algorithms and error metrics to be combined
into a practical framework for analysis and knowledge discovery.

Our method will be implemented as a parallel codec (coder/decoder) and demonstrated in
compressing/inflating a time-dependent, 10-billion-node dataset from a turbulent jet simulation
running on petascale capability computing platform Cielo. Such data compression capability will be of
relevance to exascale engineering simulations conducted for nuclear weapons and energy efficiency
applications. The cloud-of-points data representation will also make the codec applicable to particle-
based simulations.
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Kernel and Meshless Methods for Partial Differential Equations
166141 | Year 3 of 3 | Principal Investigator: R. B. Lehoucq

Project Purpose:

Efficient methods for solving integral and partial differential equations are at the core of a multitude
of engineering and science problems, which are critical to national security missions. For example,
simulations often use partial differential equations (PDEs). In order to obtain a high fidelity model,
the ensuing simulations can take an inordinate amount of time to compute. Improved methods for
solving PDEs, and approximating them with integral equations, will allow for more timely and rapid
simulations, which are critical to many projects. We anticipate that our results will offer new methods
that will ultimately improve the computation of solutions to numerical PDEs. This projectisin
collaboration with Texas A&M University.

The approximation of integral and PDEs with mesh-free techniques are a non-conventional approach.
The proposed work attempts to design the theoretical background for an application of novel
“small-footprint” bases to numerical PDEs. We will then develop and implement algorithms for this
technique and compare/quantify computational benefits to current techniques.

Summary of Accomplishments:

We introduced a mesh-free discretization for a nonlocal diffusion problem using a localized basis of
radial basis functions. Our method consists of a conforming radial basis of local Lagrange functions for
a variational formulation of a volume-constrained, nonlocal diffusion equation. We also established
an L2 error estimate on the local Lagrange interpolant. The stiffness matrix is assembled by a special
quadrature routine unique to the localized basis. Combining the quadrature method with the
localized basis produces a well-conditioned, sparse, symmetric positive definite stiffness matrix. We
demonstrated that both the continuum and discrete problems are well-posed and present numerical
results for the convergence behavior of the radial basis function method. We explored approximating
the solution to inhomogeneous differential equations by solving inhomogeneous nonlocal integral
equations using the proposed radial basis function method.

Significance:

The collaboration between Sandia and Texas A&M was a synergistic fusion of applying the
sophisticated techniques of kernel based methods of the latter to the interesting problem of nonlocal
diffusion of the former. The collaboration also opens the door to extended applications with DOE/
NNSA mission areas.

Refereed Communications:

S.D.Bond, R.B. Lehoucg, and S.T. Rowe, “A Galerkin Radial Basis Function Method for Nonlocal Diffusion,” Mesh-
free Methods for Partial Differential Equations VII, Lecture Notes in Computational Science and Engineering, vol.
100, pp. 1-21, November 2014.



Sandia National Laboratories 2015 LDRD Annual Report

Modeling Information Multiplexing in the Hippocampus
178470 | Year 2 of 3 | Principal Investigator: F.S. Chance

Project Purpose:

Modern computers face the challenge of processing ever-growing quantities of data that span
awide range of modalities. Of particular relevance to national security interests is the ability of
sensor systems to integrate multimodal data for the purpose of fast and automated decision making.
The brain is a biological system that is specialized for high performance at this task, suggesting

that understanding the mechanisms by which neural circuits integrate multimodal data may lead

to improved automated detection systems. This research project will develop and test a novel
theory of how neurons in the hippocampus integrate, process, and transmit different information
streams. Our goals are to: 1) test the hypothesis that hippocampal neurons multiplex information
from two different input streams and 2) generate a description of this multiplexing algorithm that
will be implementable in computer systems. If this hypothesis is verified, this research will be the
first demonstration (to our knowledge) of multiplexing in any nervous system. Successful outcomes
could aid the development of new brain-inspired algorithms for multimodal data integration. These
algorithms could significantly impact brain-inspired Beyond Moore computing research and enhance
data-processing systems vital for the national security missions of the DOE.
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Operationally Relevant Cyber Situational Awareness Tool Development
165611 | Year 3 of 3 | Principal Investigator: R. G. Abbott

Project Purpose:

There have been substantial investments in algorithms/tools to benefit situation awareness of
cyber personnel. However, the return on investment has been marginal with respect to operational
performance. It is pertinent to ask, why have there not been greater returns on investment? There
are existing business practices that are highly successful within the operational cyber community;
inertia often surrounds these practices due to the costs and risks associated with adopting new
technologies. Furthermore, cyber personnel have been asked to accept on faith that the promised
benefits of new software tools justify their associated costs/risks.

Improving adoption of new tools by the cyber community involves addressing two critical needs.
First, there is need for an empirically based model of operational practices, with particular focus on
the human component. Given such a model, algorithm development may target specific opportunities
to improve performance (e.g., recognizing patterns in disparate data). More importantly, tools may

be designed that readily mesh with operational practices. Second, there is a need for capabilities to
quantitatively assess the utility of tools so there is a rational basis for making trade-offs relative to
operational benefits.

This project builds upon existing capabilities: 1) Tracer FIRE (Forensic and Incident Response
Exercise), a tool that presents cyber personnel realistic threat situations within a laboratory
instrumented for collecting data regarding performance, and (2) automated knowledge-capture
tools for modeling and assessing human performance during operational tasks. The proposed project
combines these capabilities within the Cyber Engineering Research Institute to develop a test bed

to support all phases of tool development to help assure eventual adoption and positive returns on
investment.

The human-in-the-loop component of cyber has only recently become the subject of scientific study.
Consequently, there has been insufficient scientific study to understand the contributing factors for
technologies to measurably enhance the individual and team performance of cybersecurity analysts.
This project provides the essential science necessary to apply modeling and simulation capabilities to
cybersecurity.

Summary of Accomplishments:

Using survey input from 70 cyber professionals, we identified a set of 70 factors that determine tool
utility. Our objective in this initial survey was to cast a broad net so that our subsequent inquiries
would not overlook any important factors. Then, we focused on the Sandia-specific cyber workflow
(tools, workflow, and cyber-tool adoption process) by performing interviews and limited work
observations of Sandia cyber professionals.

Next, we developed an event-based computational model of incident response using MicroSaint, a
discrete event-modeling tool. In this model, simulated cyber incidents were inserted into a simulation
of the Sandia Cyber Omni Tracker system, and the process of dispatching the incident to the correct
analyst-and the analyst’s process for assessing and resolving the incident-was simulated. We found
close agreement between the model and statistics gleaned from Sandia operational data in terms of
the time taken to resolve an incident.

After that, we instrumented Sandia’s Tracer cyber-training lab to collect human performance data,
with a particular focus on cyber tool usage. This allowed us to capture user actions down to the level
of individual keystrokes. We collected data at two different Tracer exercises.

Analysis of the data initially focused on groups of cyber tools that are complimentary (i.e., used in
succession)—a key finding showed that even the most sophisticated tools are used in combination
with simple, general-purpose tools such as web browsers and text editors.

Finally, we developed code to analyze the behavior traces by grouping fine-grained actions together
into logically contiguous “blocks” of activity. This is an important step in understanding cyber-analysis
techniques from log-level data.
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Significance:

Sandia, DOE, and the wider US government expend significant resources to hire, train, and equip
cybersecurity professionals. The results of our study analyzed a tool-centric approach to cyber
defense, in which training on a single tool (or small set of tools) takes the place of a broader technical
background in hardware and software and expertise with a wide variety of tools. Our conclusion

is that tools should be evaluated not only in terms of the features provided, but also with a strong
emphasis on data exchange and compatibility with other best-of-breed tools.

Refereed Communications:
G.A. Radvansky, S. D’Mello, R.G. Abbott, B. Morgan, K. Fike, and A. Tamplin, “The Fluid Events Model: Predicting
Continuous Task Action Change,” Quarterly Journal of Experimental Psychology, vol. 68, pp. 2051-2072, 2015.

R.G. Abbott, J. McClain, B. Anderson, K. Nauer, A. Silva, and C. Forsythe, “Log Analysis of Cyber Security Training
Exercises,” presented at the 6th International Conference on Applied Human Factors and Ergonomics, Las Vegas, NV,
2015.

R.G. Abbott, J. McClain, B. Anderson, K. Nauer, A. Silva, and C. Forsythe, “Automated Performance Assessment
in Cyber Training Exercises,” accepted at I/ITSEC, Orlando, FL, 2015.

T.Reed, R.G. Abbott, B. Anderson, K. Nauer, and C. Forsythe, “Simulation of Workflow and Threat Characteris-
tics for Cyber Security Incident Response Teams,” presented at HFES 2014, Chicago, IL, 2014.

A.Silva, J. McClain, T. Reed, B. Anderson, K. Nauer, R.G. Abbott, and C. Forsythe, “Factors Impacting Perfor-
mance in Competitive Cyber Exercises,” presented at I/ITSEC 2014, Orlando, FL, 2014.
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PIMS: Memristor-Based Processing-in-Memory-and-Storage
180819 | Year 1 of 3 | Principal Investigator: J. Cook

Project Purpose:

Continued progress in computing has augmented the quest for higher performance with a new
quest for higher energy efficiency. This has led to the reemergence of processing-in-memory (PIM)
architectures that offer higher density and performance, with some boost in energy efficiency. Past
PIM systems either integrated a standard CPU with a conventional dynamic random access memory
to improve the CPU-memory link, or used a bit-level processor with single instruction multiple data
control, but neither matched the energy consumption of the memory to the computation. We propose
to develop a new architecture derived from PIM that more effectively addresses energy efficiency
for high performance scientific, data analytics, and neuromorphic applications. Our PIM innovation
uses intermediate-sized multiple instruction multiple data arithmetic/logic units (ALUs) that match
the power consumption of an advanced storage array to maximize energy efficiency. By augmenting
storage (instead of memory), the system can address both in-memory computation and applications
that access larger datasets directly from storage, hence processing-in-memory-and-storage (PIMS).

We will design the PIMS architecture and evaluate the performance/energy tradeoffs for DOE/
NNSA-relevant applications by developing: 1) a high-level abstraction of PIMS for implementation
within existing codes to functionally evaluate performance, 2) an analytic and/or functional PIMS
model to investigate architecture performance/power tradeoffs, and 3) a low-level hardware model
that provides latency and power data to inform the architecture model. The key challenge will be
defining ALU functions (e.g., matrix operations, searching) that adequately support applications,
balance memory array and computational energy, and raise system performance.

Few examples of revolutionary new architectures exist in the mainstream due to the challenge, cost,
and time required for hardware and software development and community adoption. This prohibits
industry from making investments in such new technology. Our novel approach will potentially
shorten the path to industry adoption of PIMS.
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Reducing Computation and Communication in Scientific Computing: Connecting
Theory to Practice
173882 | Year 2 of 3 | Principal Investigator: G. Ballard

Project Purpose:

The gap between the peak capabilities of computer hardware and the achieved performance of
numerical computations is caused in large part by the high cost of communication (i.e., the movement
of data between processors and throughout the memory hierarchy of a single processor). “Standard”
O(n3) matrix multiplication is the most fundamental dense matrix computation. “Fast” [O(np) with

p < 3] matrix multiplication algorithms have been identified for over 40 years and are starting to
become practical as communication costs dominate. The primary objective of this researchis to find
an algorithm that is both theoretically and experimentally faster than current implementations {i.e.,
O(np) with p < 2.81]. The secondary objective is to pursue several complementary tasks that involve
developing other communication-optimal algorithms.

Many researchers have tried to improve the exponent of matrix multiplication, though they were not
as concerned with finding a practical algorithm. We propose to use computer-aided search to find a
practical algorithm by formulating the problem as an integer-valued tensor decomposition problem.
However, the main difficulty is that the problem to solve is NP-complete.

If this Truman Fellow project is successful, the immediate reward will be improvement in

applications like the coupled cluster method, a quantum chemistry computation where nearly all the
computational time is spent in dense matrix multiplication. In addition, many efficient numerical linear
algebra and combinatorial algorithms have been reduced to matrix multiplication, thereby inheriting
the best-known complexity. By delivering a fast, practical matrix multiplication algorithm, we can
connect all those theoretical results to practical implementations.
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Scaling up Semiconductor Quantum Computers through Multiscale Analysis
173883 | Year 2 of 3 | Principal Investigator: J. K. Gamble, IV

Project Purpose:

Quantum computers have the capability to revolutionize the computation landscape in ways that
incremental improvements to conventional computers cannot achieve. Although researchers have
had recent success with small-scale devices in many architectures, the largest universal quantum
computer demonstrated to date consists of 14 qubits, compared to the billions of bits found in
classical computers. It is clear that, for quantum computers to have an impact, they must be massively
scaled up.

In this project, we propose a plan for scalable quantum computation in semiconductor systems. By
completing this course of research, silicon-based quantum computing technologies will be brought
closer to the level of gallium arsenide (GaAs) in terms of device reliability, while sidestepping the
decoherence problems intrinsic to GaAs. This project consists of three principal stages. Stage 1 will
begin by continuing to clarify the role that disorder plays in quantum control of semiconductor qubits.
Multiscale effective mass models that phenomenologically incorporate disorder will be developed
and validated. Stage 2 will incorporate the results from Stage 1 into large-scale models, which are
capable of simulating entire devices, and have not yet been able to capture such small-scale features.
Finally, Stage 3 will optimize device designs in order to mitigate the role of disorder. In doing so, this
research will help to overcome one of the major obstacles to scalable quantum computing.

The focus of this Truman Fellow project is to understand the fundamental science of disordered
semiconductor systems. Once the basic science is understood, the knowledge gained will be used
to facilitate engineering advances in semiconductor qubit development, which will help advance
research in nuclear security, quantum science, and high performance computing.
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Simulation Capability and Computational Assessment of Memristors as Beyond-
CMOS Logic and Memory Devices
173024 | Year 2 of 3 | Principal Investigator: D. Mamaluy

Project Purpose:

Transition metal oxide (TMO) memristors have recently attracted special attention from the
semiconductor industry and academia. Memristors are one of the strongest candidates to replace
flash, possibly dynamic random-access memory and static random access memory in the near future.

The purpose of this project is to create a memristor charge transport simulator that will facilitate
understanding of switching mechanisms, predict electrical characteristics, and aid experimentalists in
device optimization for different applications. Switching in these devices involves a complex process
of oxygen vacancy motion in the TMO film, governed by thermally and electrically driven processes
intertwined temporally and spatially. Computational simulation of these phenomena requires a new
method that captures effects of many species (ions/vacancies/electrons/holes) transport properties,
changes in material composition, Fickian diffusion, thermophoresis, and field drift. The simulator

will greatly assist in evaluating novel memristor-based designs and will potentially benefit high
performance computing systems for scientific computing and informatics.

This year, we have succeeded in overcoming one of the main challenges for the project, which involves
solving five highly nonlinear and strongly coupled partial differential equations (PDEs) that describe
continuum self-consistent transport for multiple charged species as well as self-heating (Joule,
Soret-type) effects. We were able to identify and modify key Rhythmos parameters to guarantee the
convergence for the PDE system of interest. The device operating temperatures can now be modeled
up to 1000K values (previously 650K was the maximum, with no ability to reach steady state). We
have also identified and implemented physical models for oxygen ion/vacancy mobility, diffusion, and
Soret coefficients, and calibrated the necessary parameters based on available experimental data. As
aresult, for the first time, we were able to perform realistic, fully converged transient simulations for
different filamentary tantalum oxide memristor devices from sub-nanosecond regimes to full steady-
state (micro to millisecond) regimes for a range of applied voltages.
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Strong Local-Nonlocal Coupling for Integrated Fracture Modeling
165616 | Year 3 of 3| Principal Investigator: D. J. Littlewood

Project Purpose:

Peridynamics is a nonlocal extension of continuum mechanics that seeks to unify the mechanics of
continuous media, cracks, and particles. Unlike classical approaches based on partial derivatives,

the peridynamic governing equations utilize integral expressions that remain valid in the presence

of discontinuities. The result is a consistent framework for capturing a wide range of constitutive
responses in combination with material failure. The application of peridynamics for system-level
analyses is challenging, largely due to computational expense and the need to specify constraints over
nonlocal volumetric boundary regions. Additionally, characteristics of nonlocal models, such as wave
dispersion, are desirable in some cases but undesirable in others.

The goal of this project is to develop mathematically consistent formulations for local-nonlocal
coupling that allow for full integration of peridynamics with classical finite element analysis. We
focus on two distinct strategies. The first is an extension of peridynamics to facilitate a variable
nonlocal length scale. This approach improves the compatibility of local and nonlocal models by
selectively reducing the nonlocal length scale. The second strategy is a blending-based approach
that is distinct from general blending methods (e.g., the Arlequin approach) in that it is specific to

the coupling of peridynamics and classical continuum mechanics. This specialization manifests as an
additional coupling term that mitigates so-called ghost forces at local-nonlocal interfaces. Facilitating
the coupling of peridynamics and classical continuum mechanics also requires innovations aimed
directly at peridynamic models-for example, the treatment of peridynamic constitutive laws near
domain boundaries. To be effective as engineering tools, coupling strategies and improvements to
peridynamic models must be efficient and amenable to implementation in production analysis codes.
An open-source, collaborative software framework allows for prototype constructions via Trilinos
agile components and mitigates risk by providing a proving ground for algorithm development.

Summary of Accomplishments:

A number of challenges inherent to coupling local and nonlocal models have been addressed. A
primary result is the extension of peridynamics to facilitate a variable, nonlocal length scale. This
approach, termed the peridynamic partial stress, can greatly reduce the mathematical incompatibility
between local and nonlocal equations through reduction of the peridynamic horizon in the vicinity of
amodel interface.

A second result is the formulation of a blending-based coupling approach that may be applied either
as the primary coupling strategy, or in combination with the peridynamic partial stress. This blending-
based approach is specialized for the coupling of peridynamic models and classical continuum
mechanics models through inclusion of a coupling term that addresses artifacts in the nonlocal

model that can manifest in the coupling region. Facilitating the coupling of peridynamics and classical
continuum mechanics has also required innovations in peridynamic modeling. Specifically, the
properties of peridynamic constitutive models near domain boundaries and shortcomings in available
discretization strategies have been addressed. The results are a class of position-aware peridynamic
constitutive laws for dramatically improved consistency at domain boundaries, and an enhancement
to the mesh-free discretization applied to peridynamic models that removes irregularities at the limit
of the nonlocal length scale and dramatically improves convergence behavior.

Finally, a novel approach for modeling ductile failure has been developed, motivated by the desire

to apply coupled local-nonlocal models to a wide variety of materials, including ductile metals,
which have received minimal attention in the peridynamic literature. Software implementation of
the partial-stress coupling strategy, the position-aware peridynamic constitutive models, and the
strategies for improving the convergence behavior of peridynamic models was completed within the
Peridigm and Albany codes, developed at Sandia, and made publicly available under the open-source
BSD 3-Clause license.
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Significance:

The development of local-nonlocal coupling schemes, and the integrated fracture modeling capability
that they enable, will benefit multiple DOE security missions. Advancing the state of the artin
modeling material failure and fracture has application to a broad class of problems in the areas of
nuclear and conventional weapon safety and surety. Broader impact to Sandia’s role as a national
leader in scientific innovation results from the integration of expertise in mathematics, computational
mechanics, and scientific computing for the solution of a foremost challenge in computational science.

Refereed Communications:
J. Mitchell, S. Silling, and D. Littlewood, “A Position-Aware Linear Solid (PALS) Model for Isotropic Elastic Materi-
als,” to be published in the Journal of Mechanics of Materials and Structures.

P.Seleson and D. Littlewood, “Convergence Studies in Meshfree Peridynamic Simulations,” to be published in
Computers and Mathematics with Applications.

S. Silling, D. Littlewood, and P. Seleson, “Variable Horizon in a Peridynamic Medium,” to be published in Journal of
Mechanics of Materials and Structures.

M. D’Elia, M. Perego, P. Bochev, and D. Littlewood, “A Coupling Strategy for Nonlocal and Local Diffusion Models
with Mixed Volume Constraints and Boundary Conditions,” to be published in Computers and Mathematics with
Applications.

P.Seleson and D. Littlewood, “Convergence Studies of Meshfree Peridynamic Simulations,” presented (invited)
at the 8th International Congress on Industrial and Applied Mathematics, Beijing, China, 2015.

P. Seleson, “A Blending Approach to Concurrently Couple Peridynamics and Classical Continuum Mechanics,’
presented (invited) at the 8th International Congress on Industrial and Applied Mathematics, Beijing, China, 2015.

D. Littlewood, S. Silling, P. Seleson, and J. Mitchell, “Coupling Approaches for Integrating Meshfree Peridynamic
Models with Classical Finite Element Analysis,” presented (invited) at 13th US National Congress on Computation-
al Mechanics, San Diego, CA, 2015.

P.Seleson and D. Littlewood, “Convergence Studies of Meshfree Peridynamic Simulations,” presented (invited)
at Conference on Recent Developments in Continuum Mechanics and Partial Differential Equations, Lincoln, NE, 2015.

J. Mitchell, “On a Position-Aware Viscoelastic (PAVE) Model for Peridynamics,” presented (invited) at 1st
Pan-American Congress on Computational Mechanics, Buenos Aires, Argentina, 2015.

P.Seleson, D. Littlewood, and S. Silling, “A Blending Approach to Concurrently Couple Peridynamics and Classi-
cal Continuum Mechanics,” presented (invited) at 1st Pan-American Congress on Computational Mechanics, Buenos
Aires, Argentina, 2015.

P.Seleson, Y.D. Ha, S. Beneddine, and S. Prudhomme, “A Concurrent Multiscale Blending Scheme for Local/Non-
local Coupling,” presented (invited) at AMS Spring Southeastern Sectional Meeting, Huntsville, AL, 2015.

P.Seleson and D. Littlewood, “Convergence Studies of Meshfree Peridynamic Simulations,” presented (invited)
at 13th US National Congress on Computational Mechanics, San Diego, CA, 2015.
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Sublinear Algorithms for In Situ and In-Transit Data Analysis at Exascale
165615 | Year 3 of 3 | Principal Investigator: J. C. Bennett

Project Purpose:

Steady improvements in computing resources enable increasingly enhanced simulations, but data
input/output (1/0) constraints are impeding their impact. Despite increases in temporal resolution, the
gap between time steps saved to disk keeps increasing as computational power continues to outpace
I/0O capabilities. Consequently, we are seeing a paradigm shift away from the use of prescribed /O
frequencies and post-process-centric data analysis, towards a more flexible concurrent paradigm in
which raw simulation data is processed as it is computed.

This paradigm shift introduces an enormous research challenge: the need for efficient, data
driven control-flow mechanisms. Specifically, scientists need techniques to automatically and
adaptively determine I/O and in situ data analysis frequencies, based on the current simulation
state. Furthermore, these techniques must adapt to machines with extreme concurrency, low
communication bandwidth, and high memory latency, while operating within the time constraints
prescribed by the simulation.

The study of sublinear algorithms is a recent development in theoretical computer science and
discrete mathematics that shows significant promise in its potential to provide solutions to some of
these fundamental issues. Sublinear algorithms are designed to estimate properties of a function over
a massive discrete domain while accessing only a tiny fraction of the domain. The study of sublinear
algorithms is a recent development and there is no precedent in applying these techniques to large-
scale, physics-based simulations. Any success in applying sublinear approaches for a tool-like feature-
based statistical summaries would likely lead to algorithmic improvements for many scientific high
performance computing problems, particularly in areas reliant on extreme-scale (exascale) computing
(e.g., nuclear security, energy security).

Summary of Accomplishments:

This project has made several key contributions in mitigating high performance computing challenges
posed by next generation computing platforms through the use of sublinear algorithms. In particular,
this research has focused on addressing several fundamental issues posed by the shift to in situ,
concurrent workflows. First, we examined how sublinear algorithms could be leveraged to increase
efficiency of the analysis algorithms themselves. Towards this end, we developed a sampling-based
method to generate colormaps. Our algorithm identifies important values in the data, provides a
provably good approximation of the cumulative density function of the remaining data, and uses

this information to automatically generate discrete and/or continuous colormaps. Our experiments
showed the new colormaps yield images that better highlight features within the data. The proposed
approach is simple and efficient, yet provably robust. Most importantly, the number of samples
required by the algorithm depends only on the desired accuracy in estimations and is independent of
the dataset size. This provides excellent scalability for our algorithms, as the required preprocessing
time remains constant, despite increasing data as we move to exascale computing. The algorithms are
also efficiently parallelizable and yield linear scaling. We have made these algorithms available to the
broader scientific community in Paraview and VTK, both open-source Kitware, Inc., products.

We also developed an approach for enabling dynamic, adaptive, exascale scientific computing
workflows. The approach introduces the notion of indicators and triggers—computed in situ—that
support data-driven control-flow decisions based on the simulation state. For those indicators and
triggers computationally prohibitive to compute, we demonstrate how sublinear algorithms enable
their estimation with high confidence while incurring extremely low computational overheads. In the
context of our adaptive workflow research, we demonstrated our approach in practice on a large-
scale combustion simulation.
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Significance:

The impact of our research is twofold. From the applications’ perspective, we have introduced
important tools that enable feature detection and adaptive workflows in their simulations. Our
proposed methods enable the controlling of identification of features, mesh granularities, and
adaptive I/O frequencies. It is already becoming critically important to have adaptive control over
these quantities, but will be crucial as we look ahead to exascale computing. From an algorithmic
perspective, our efforts showcased how sublinear algorithms can be applied to mitigate exascale
research challenges. We believe these algorithmic techniques will be adopted widely in the future.

Refereed Communications:
J.C. Bennett, A. Bhagatwala, J. Chen, C. Seshadhri, A. Pinar, and M. Salloum, “Trigger Detection for Adaptive
Scientific Workflows using Percentile Sampling,” to be published in SIAM Journal on Scientific Computing.

J.C. Bennett, “Extreme-Scale In Situ Data Analysis,” presented (invited) at the Broader Engagement Panel, Super-
computing 2014, New Orleans, LA, 2014.

M. Salloum, J. Bennett, A. Pinar, A. Bhagatwala, and J. Chen, “Enabling Adaptive Scientific Workflows via Trigger
Detection,” to be published in In Situ Infrastructures for Enabling Extreme-Scale Analysis and Visualization.
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Topological Design Optimization of Convolutes in Next-Generation Pulsed Power
Devices

180821 | Year 1 of 3 | Principal Investigator: E.C. Cyr

Project Purpose:

We propose novel topology optimization approaches for electromagnetic and plasma systems. If
successful, this project would be a first-of-its-kind capability to design the “convolute” structure
that couples pulsed power generators to the fusion target in Sandia’s Z machine. To date, convolute
designs suffer from substantial (20%) power loss, an issue that is aggravated with increasing voltage,
current, and load impedance. An improved convolute design is desired. Already, progress has been
made in understanding and improving physical models of the convolute. In addition, modelers have
attempted to reduce power loss through parameterized shape optimization of the convolute and
concluded that simultaneous investments in modeling, simulation, and optimization are required.

Our differentiating approach is to develop computational techniques for topology optimization
capable of designing a convolute structure that minimizes current loss. The complexity of the
convolute physics, dominated by plasma models, will require substantial development of: 1)
optimization formulations that support complex 3D topologies, 2) nonlinear programming techniques
that improve the convergence of topology optimization algorithms, and 3) multiphysics solution
methods that support large jumps in material coefficients. Each of these topics is a substantial
challenge in its own right, and designing the convolute will require concurrent development of these
technologies. If successful, the proposed technologies will lead to an improved convolute design.

The algorithmic technology developed by this project will extend beyond convolute design with
implications in a number of science and technology areas critical to DOE and NNSA.
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Towards Rigorous Multiphysics Shock-Hydro Capabilities for Predictive
Computational Analysis
173026 | Year 2 of 3 | Principal Investigator: J. N. Shadid

Project Purpose:

A number of critical science and weapons applications require predictive analysis of complex shock-
hydrodynamics with electromagnetics. The physical mechanisms include wave phenomena, material
transport, diffusion, chemical reactions, and electromagnetics. The highly nonlinear multiple-time
and length-scale response of these systems includes discontinuities formed from shocks, contact
surfaces, and complex tabular equations of state. Current computational solution strategies use

ad hoc combinations of operator-splitting, semi-implicit and explicit time-integration methods,

and decoupled nonlinear solvers. The mathematical structure of these methods has not provided
stability, accuracy, and efficiency to resolve all the dynamical time scales of interest, nor has it enabled
integrated fast sensitivity analysis and uncertainty quantification (UQ).

Our goal is the development of a unique, modern, mathematical/computational approach for
multiphysics shock-hydrodynamics that integrates efficient sensitivity and UQ analysis techniques for
specific scientific quantities of interest (Qol) that are required outputs from the forward simulation.
Our approach is to develop a well-structured high-level mathematical model employing recent
Implicit-Explicit time-integration methods and new robust arbitrary-Lagrangian-Eulerian spatial
discretizations. This will enable development of fast adjoint-enhanced integrated sensitivity and

UQ methods. Achieving this will require developing: 1) a new general space-time discretization
algorithmic framework for stable, accurate, and efficient multiphysics shock-hydrodynamics

forward solutions that provides for adjoint-enhanced sensitivity and UQ and 2) robust adjoint-based
techniques for: s sensitivity analysis, surrogate model creation for UQ, numerical error-estimation,
and methods to detect and handle discontinuities in Qol over parameter space. To guide and
challenge this effort, we will utilize the exploding wire as our focus multiphysics shock-hydrodynamics
application.
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User-Accessible Unified Manycore Performance-Portable Programming Model
173029 | Year 2 of 3 | Principal Investigator: H. C. Edwards

Project Purpose:

Rapid and disruptive changes in computing architectures (i.e., the manycore revolution) impact DOE/
NNSA mission-critical computational science and engineering codes. The diversity and ongoing
evolution of architectures undermines portability of these codes, and code teams typically lack
resources and expertise to migrate their codes to multiple, changing manycore architectures (e.g.,
terascale workstations, petascale clusters, and exascale supercomputers). Migrating applications

to manycore architectures currently requires scientists and engineers to have detailed knowledge
of vendor-specific performance characteristics and constraints, obfuscate essential mathematics in
their codes with parallel processing directives, and generate and maintain multiple versions of codes
to meet vendor-specific performance requirements. Even vendor-neutral programming models
(OpenMP, OpenACC, OpenCL) require architecture-specific knowledge to achieve acceptable
performance and pollute mathematical code with parallel processing directives.

Two key Sandia R&D products are addressing independent facets of manycore parallelism. Qthreads
addresses task parallelism with highly efficient task scheduling algorithms. Kokkos addresses data
and vector parallelism through a performance-portable interface that minimizes users’ exposure

to architecture-specific details. We plan to integrate these R&D efforts to create a unified, user-
accessible manycore performance-portable programming model for the complete range of manycore
parallelism: task, data, and vector. Our qualitative user accessibility goal is to allow scientists and
engineers to program emerging manycore architectures with neither extensive architecture-specific
knowledge nor ubiquitous parallel processing directives.

Merging these disparate and cutting-edge tracks of R&D into a programming model that minimizes
teams’ demand for manycore expertise (user accessible), minimizes codes’ need for architecture-
specificity (performance portable), and maximizes opportunities for manycore scalability (task-data-
vector parallelism) is an extreme challenge unmet by any past and current R&D efforts. If successful,
the new programming model will provide a clear and cost-effective path forward for our broad set
of mission-critical analysis codes to meet the disruptive, ongoing manycore revolution in computer
architectures.
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Versatile Formal Methods Applied to Quantum Information
188255 | Year 1 of 1| Principal Investigator: W. Witzel

Project Purpose:

Cutting-edge research is fraught with uncertainty, fallibility, and doubt. Negative consequences
are two-fold. On one hand, errors can propagate, wreak havoc, and lead to waste. On the other,
skepticism of an idea delays its adoption, investment, and the benefit it would provide. Skepticism
of quantum information is warranted because technology greatly lags theory and the theory

is complicated and nuanced. A leap of faith is required when investing in this technology. Are
promising quantum algorithms valid, and under what assumptions? How can we be certain that
an implementation of the algorithm is correct? How can we efficiently explore the vast space of
algorithm and application possibilities?

While many formal tools are available, their practical utility is limited. Transforming a problem of
interest to be amenable to analysis with these tools and working through the steps of a proof is an art
form that requires much expertise. One must surrender to the preferences and restrictions of the tool
regarding how mathematical notions are expressed and what deductions are allowed. When a proof
is already understood at the human level and we simply need to confirm and communicate its validity,
this approach is unnecessarily cumbersome and limiting. We are developing a theorem-proving
system specifically designed to allow limitless expression and freedom in deriving mathematical
knowledge from base axioms. We should be able to mirror and verify any sound mathematical
reasoning. In particular, our system will enable verification of the correctness of quantum algorithms
and the correctness of their implementation.

Our approach is untested and very different from traditional formal methods. Traditional methods
are very constrained, deliberately imposing limitations (e.g., type theory) to make it feasible for the
computer to automatically search for proofs. We opt to trade power in blind automation for the
ability to follow any line of reasoning. We hope to demonstrate advantages in this approach.

Summary of Accomplishments:

Our ultimate goal was to generate a proof, in our own theorem-proving system called Prove-lIt, of the
validity of the quantum phase estimation algorithm. This algorithm is a critical component of Shor’s
factoring algorithm, which promises exponential speed-up over all known classical algorithms and
has significant national security implications. Our proof would show that the algorithm produces

the correct result with the claimed time and space complexity. In this one-year project, we did not
intend to produce a complete proof down to the level of axioms, but rather employ, by fiat, high-level
theorems of well-known facts in mathematics and quantum physics.

We were able to accomplish much of this ambitious goal. As a guide, we followed a proof in a well-
known textbook, Quantum Computation and Quantum Information by Isaac Chuang and Michael
Nielsen. Much of their emphasis is on proving that the outcome measuring the quantum circuit,
which describes the algorithm, does indeed give an estimate of the desired quantum phase to the
desired bits of precision. The time and space scaling of the algorithm is inherent in the quantum circuit
description. We focused our effort on the more difficult parts of the proof. We split the proof into
three critical pieces to work on independently and we added these into our system. We also laid out a
skeleton for connecting these pieces through a series of easier theorems, but did not finish gluing the
pieces together. In the process, we found three minor mistakes in the textbook proof. In the process
of accomplishing this goal, we added quite a number of basic mathematical facts in the system, which
will be useful for future work. Examples are factoring, distributing, and number set closure under
arithmetic operations.

Significance:

Our work demonstrates that our Prove-It theorem-proving system is capable of validating fairly
sophisticated proofs. It does so with great flexibility that broadens the accessibility of formal proof
generation. This is not only useful for confirming the validity of quantum algorithms of interest to
national security, but can have a wide range of applications relevant to other areas, such as energy
security. Additionally, the algorithm will broaden the use of formal methods verification and validation
of weapons systems, greatly enhancing the safety and reliability of critical systems.
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The Engineering Sciences Research Foundation (ESRF) drives understanding and innovation

by integrating theory, computational simulation, and experimental discovery and validation

to

understand and predict the behavior of complex physical phenomena and systems. The ESRF
Investment Area supports innovative, leading-edge R&D that 1) advances the scientific understanding
of physical phenomena underlying problems of interest to Sandia, 2) drives innovation and broad

usage of state-of-the-art, validated computational modeling and simulation tools, and 3) accelerates
the development of experimental diagnostics for discovery, model validation, and enhancement of our

test and evaluation capabilities.

Projects

A Galerkin Least Squares Approach to Viscoelastic Flow Modeling

A Mesh-Free Method to Predictively Simulate Solid-to-Liquid Phase Transitions in Abnormal Thermal

Environments

A PDE Constrained Optimization Approach for Crack Identification Based on Phase-Field Regularization..........

A Process and Environment Aware Sierra/SM Cohesive Zone Modeling Capability for Polymer/Solid
Interfaces

Advanced Computational Methods for Thermal Radiative Heat Transfer

Determination of Surface-Mediated Degradation Products in Energetic Materials at Critical Interfaces. .............

Developing Strong, Concurrent, Multiphysics, Multiscale Coupling to Understand the Impact of
Microstructural Mechanisms on the Structural Scale

Development of a Spatially Resolved Microwave Interferometer (SRMI)

Experiments and Computational Theory for Electrical Breakdown in Critical Components

Experiments to Elucidate Fundamental Breakup Mechanisms of Molten Components in Shock-Driven Flows ..

Exploring the Influence of Microstructural Properties of Heterogeneous Explosives on Performance

Fully Coupled Simulation of Lithium-lon Battery Cell Performance

High Fidelity Coupling Methods for Blast Response on Thin Shell Structures

High Precision Testing and Structural Analysis of Li-ion Batteries

Magnetic Sensing to Determine Material Flows within Opaque Vessels

Mechanics of Battery Degradation through Stress-Driven Rearrangement of Percolated Conductive
Networks during Discharge and Cycling

Modeling Primary Atomization of Liquid Fuels using a Multiphase DNS/LES Approach
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Multiscale Now! A Novel Hierarchical Approach for Multiscale Structural Reliability Predictions of Ultra-
High Consequence Systems

94

Novel Method to Characterize and Model the Multiaxial Constitutive and Damage Response of Energetic

95

Materials

Numerical Methods for Efficient Simulations and Analysis of Circuits with Separated Time Scales...........cc........

Prediction of Spark Discharge Paths and Voltages

.. 96

97

Process Modeling for Additive Manufacturing

98

Quantitative Imaging of Turbulent Mixing Dynamics in High-Pressure Fuel Injection to Enable Predictive
Simulations of Engine Combustion

Reducing the Adverse Effects of Boundary-Layer Transition on High-Speed Flight Vehicles

Solving the Big Data (BD) Problem in Advanced Manufacturing

Time-Resolved Optical Measurements of Shock-Induced Chemistry in Energetic Materials

Understanding Hot Spot Initiation using Electronic Ultrafast Sum Frequency Spectroscopy

Upscaling Ab-Initio Quantum Chemistry Models for Nonequilibrium Reacting Flow Simulations........................
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A Galerkin Least Squares Approach to Viscoelastic Flow Modeling
186870 | Year 1 of 1 | Principal Investigator: R.R. Rao

Project Purpose:

Many defense program manufacturing applications, including 3D printing, mold filling, and foam
encapsulation involve coupled free surface flows of complex fluids. Simulating the behavior of

these fluids (e.g., polymers, suspensions, and foams/emulsions) requires complex material models.
Specifically, we must use a viscoelastic constitutive equation that takes into account the history
dependence of the material, including effects such as shear thinning and time-dependence, which can
modulate the behavior from solid-like to fluid-like.

In Goma 6.0, the 2014 R&D 100 Award-winning open source software, we developed a viscoelastic
flow formulation based on the Elastic Viscous Stress Splitting Method. This method works well for
2D and small, 3D steady-state problems, but it requires a direct solver due to the ill-conditioned
matrices formed during discretization. Topical at Sandia are 3D and time-dependent viscoelastic
flows, which press Goma to be expanded to accommodate new solver algorithms and methods that
are more scalable and allow for faster solution times while using more refined meshes. In this project,
we will develop computational formulations for viscoelastic flows using a Galerkin least-squares
(GLS) finite element approach. This approach allows for the use of equal order interpolation, and

it could allow for the use of fast, scalable Krylov-based iterative solvers/preconditioners from the
Trilinos library, thereby making Goma a viable tool for these applications. The work will research and
investigate preconditioners and algorithmic pairings, including the possibility of a fully explicit stress
implementation decoupled from the flow equations.

Summary of Accomplishments:

During this project, we have implemented a Galerkin least-squares method for viscoelastic flow

in Goma. Our GLS formulation uses a discrete Elastic Viscous Stress Splitting formulation. From
this, a possible new stress formulation was developed. This technique was tested on the flow of

an Oldroyd-B fluid past a rigid cylinder, where it is found to produce inaccurate drag coefficients.
Furthermore, it fails for a relatively low Weissenberg number, indicating it is not suited for use as a
general algorithm. In addition, a decoupled approach is used to separate the constitutive equation
from the rest of the system. A Pressure Poisson equation was first attempted, to decouple the
velocity and pressure, but we had issues with the pressure field for problems where inflow/outflow
boundaries were considered. However, a coupled pressure velocity equation with a decoupled
constitutive equation proved successful for the flow past a rigid cylinder and for the four-to-

one contraction problem. Decoupling the matrices has several advantages: 1) it creates smaller,
better-conditioned matrices compared to the monolithic solver since the Stokes matrix usually has
the highest condition numbers due to the incompressibility constraint and 2) it allows for special
treatment of each matrix system-thus, a direct solver can be applied to the Stokes system, an
algebraic method can be applied to the velocity gradient projection, and the stress equations can
be solved with an iterative solver/precondition pair that is scalable. A new Stratimikos interface to
Trilinos was added to Goma to expand the preconditioners available for the iterative solvers. We
had intriguing success using a SIMPLEC algorithm, which uses ideas from pressure projection to
precondition the velocity-pressure matrix. We were successful with this formulation using a Krylov-
based iterative solver. Thus, this method seems to be suitable as a general use algorithm, though we
are working on improving solve time.

Significance:

This research will open doors for modeling soft solids, whose behavior is neither fluid nor solid

and will lead to publishable results. Currently, no scalable viscoelastic flow solver is available to
understand manufacturing flows of polymers, especially for flows involving free surfaces such as
injection molding and extrusion. With the ongoing life extension programs, manufacturing of many
new polymeric materials, including foam parts, encapsulants, and pads is under way. A scalable
computational modeling approach for viscoelastic polymer flows will allow us to improve the design
of new processes and troubleshoot existing processes, thereby increasing yields and decreasing costs.
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A Mesh-Free Method to Predictively Simulate Solid-to-Liquid Phase Transitions in
Abnormal Thermal Environments

173194 | Year 2 of 3 | Principal Investigator: J. A. Templeton

Project Purpose:

Metal melting and encapsulant decomposition significantly impact weapon systems’ safety in
abnormal thermal environments. Currently, Sandia has no production-ready simulation capability to
predict system failure due to complex thermal-mechanical processes or provide the computational
verification and validation required to confidently assess associated nuclear safety issues. Most
existing finite element codes are also unable to adequately capture massive geometry changes

and liquid relocation. Alternatively, smooth-particle hydrodynamics has been applied to molten
aluminum flows, but its formulation precludes phase changes and uncertainty quantification. Other
particle formulations, such as the reproducing kernel particle method, are amenable to rigorous
error analysis and preserve physical quantities (e.g., viscosity, by retaining the integral form) but
have difficulties maintaining high-order numerical quadrature as particles advect. Given the promise
of mesh-free methods to accurately model melting and relocation, we propose developing a novel
mesh-free formulation with error estimation and validation incorporated from inception by resolving
the key technological barriers impeding these methods: minimizing integration error as quadrature
points move and resolving processes at the solid/liquid and liquid/air interfaces. To the best of our
knowledge, these challenges remain unresolved in the literature and solutions are needed to meet
the requirements of the nuclear weapons program. Specifically, the former is necessary for solution
verification, while the latter is required to validate the complex physics. This project will provide a
high-order quadrature mesh-free scheme implemented in a scalable software package. To understand
interactions among all relevant processes, models for aluminum melting, oxidation, and flow will be
included.

We are exploring mesh-free strategies for simulating metal melt and relocation, which is currently

a unique capability at Sandia. Because particle methods can model large deformations and surface
effects arising in many lab-relevant problemes, this project has the potential for significant and broad
impact.
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A PDE Constrained Optimization Approach for Crack Identification Based on Phase-
Field Regularization
180879 | Year 1 of 2 | Principal Investigator: M. R. Tupek

Project Purpose:

The purpose of this project is to develop a computational capability for solving inverse problems
involving cracks and fracture propagation. Computational simulations of the failure of engineering
materials based on numerical solutions of systems of partial differential equations (PDEs) to
determine the evolution of cracks and damage have been commonplace for decades. These so-called
forward-problem approaches have proven their utility in engineering design and analysis for many
Sandia and DOE applications. However, what is often truly desired is a solution to the corresponding
inverse problem, which asks, for example, “Given experimental observations of a fractured material,
what were the mechanical loadings and crack propagation histories which led to the current material
state?” We call this the crack forensics problem. A related inverse problem, which we call the crack
identification problem, answers the question, “Given experimental observations of a mechanical
structure, does it contain cracks and if so, what are their sizes, shapes and locations?” We propose to
develop simulation capabilities to efficiently solve these inverse problems using partial differential
equation constrained optimization techniques combined with a modern phase-field regularization
approach to model the crack features.

What distinguishes our proposed approach with many related approaches in the field of structural
health monitoring is the ability to reconstruct full field representations of the existing cracks. An
additional advantage of our approach is that it is indifferent towards the experimental techniques
used to measure the structural response. This work will be designed initially to take advantage of
structural frequency response measurements, as well as surface displacement measurements coming
from experiments using digital image correlation. A final advantage of the proposed approach is its
use of phase-field models for fracture, which have been shown to be well posed and convergent, a
presumed prerequisite for inverse analysis.
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A Process and Environment Aware Sierra/SM Cohesive Zone Modeling Capability for
Polymer/Solid Interfaces

165649 | Year 3 of 3 | Principal Investigator: E. D. Reedy, Jr.

Project Purpose:

The purpose of this project is to create a unique capability to predict the performance of polymer/
solid interfaces. This requires an innovative approach that is based on the hypothesis that the
complex nature of interfacial fracture can be predicted by combining nonlinear viscoelastic material
response with a new type of interfacial separation model. The performance and reliability of many
mechanical and electrical components depend on the integrity of polymer-to-solid interfaces. Such
interfaces are found in adhesively bonded joints, encapsulated or underfilled electronic modules,
protective coatings, and laminates. This project focused on improving Sandia’s finite element-based
capability to predict interfacial crack growth by: 1) using a high-fidelity nonlinear viscoelastic
material model for the adhesive in fracture simulations and 2) developing and implementing a novel
cohesive zone fracture model that generates a mode-mixity dependent toughness as a natural
consequence of its formulation (i.e., generates the observed increase in interfacial toughness with
increasing crack-tip interfacial shear). Furthermore, molecular dynamics simulations were used

to study fundamental material/interfacial physics so as to develop a fuller understanding of the
connection between molecular structure and failure. Also reported are test results that quantify how
joint strength and interfacial toughness vary with temperature.

Summary of Accomplishments:

We developed a simple, cohesive zone model that generates a mode-mixity dependent toughness
(mode-mixity is a measure of shear-to-normal stress at the crack tip). We analyzed a test geometry
similar to that used to measure the dependence of interfacial toughness on crack-tip mode-mixity. In
such tests, a thin adhesive bond with a long interfacial edge crack is sandwiched between rigid grips
that can be translated to induce normal and shear loads. Our calculated results for a glass/epoxy
interface are in good agreement with published data and display a rapid increase in toughness with
increasing crack tip interfacial shear. To our knowledge, we are the first to quantify the increase in
interfacial toughness of an epoxy/aluminum interface with decreasing temperature (85% increase in
toughness when the temperature is reduced from 23°C to -65°C). This helps to explain the paradox
of why joint strength increases with decreasing temperature. We developed a new coarse-grained
model for highly cross-linked polymer networks to more accurately represent molecular packing

at the interface of bond failure. The Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS) molecular dynamic code was used to perform simulations of an adhesive layer sandwiched
between two solid surfaces. These simulations showed crack initiation in the corners adjacent to the
stress-free edge. The failure strain decreased rapidly as the system size increased. Extrapolating our
results to larger bond thickness suggests that adhesive bonds with a thickness of about a few microns
will have failure strains similar to those observed in experiments. This explains the large difference in
failure strains predicted by our simulations and those measured in engineering scale experiments. At
some size, the decrease in failure strain must halt. This suggests an important, but poorly understood,
length scale that governs fracture in the polymer adhesive systems.

Significance:

The performance and reliability of many critical NNSA and DoD components depend on the
integrity of polymer/solid interfaces. Such interfaces are found in adhesively bonded joints, bonded
assemblages, encapsulated or under-filled components, protective coatings, and microelectronics.
Interfacial failure can severely impact a component’s electrical and structural integrity. The new
cohesive zone fracture model we developed enables an improved finite element-based simulation
capability to predict how variations in processing, environment, geometry, and loading affect

the performance and reliability of polymer/solid interfaces. This capability can be used to design
components as well as to quantify process sensitivities and guide processing improvements.

Refereed Communications:
E.D. Reedy, “A Simple, Mixed-Mode Dependent Cohesive Zone Model,” presented (invited) at 38th Annual Meet-
ing of The Adhesion Society, Savannah, GA, 2015.
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Advanced Computational Methods for Thermal Radiative Heat Transfer
186367 | Year 1 of 2 | Principal Investigator: J. Tencer

Project Purpose:

Assessing weapons safety in abnormal thermal environments using numerical modeling plays

an extremely important role in assuring the safety of both the existing stockpile and ongoing life
extension programs. Participating media radiation (PMR) is routinely neglected in full-system
simulations because, to date, it has been prohibitively computationally expensive. The methods
investigated here have potential to reduce this computational resource constraint, improving
simulation fidelity and increasing confidence in a number of high-consequence applications of interest
to the DOE (i.e., within the fire, weapon safety, and satellite communities).

In weapons safety assessments involving abnormal thermal environments, radiation heat transfer

is frequently a dominant energy transfer mechanism. Radiation heat transfer can often dominate
computational resource requirements (by several orders of magnitude) in these studies due to the
nonlinear coupling between radiation and the other heat transfer modes and the dependence of

the radiative intensity on direction. Presently, such analyses are impractical, even with current high
performance computing resources. Consequently, analysts have often ignored participating media
or have applied approximate models and other simplifications to reduce the computational expense
to an acceptable level, at the expense of severely compromising the underlying physics. Organic
encapsulants are widely used in weapon systems and they decompose at high temperature. This
produces products that absorb, emit, and transmit significant thermal radiation. The goal of this work
is to make modeling of PMR tractable by applying more efficient computational methods. We will
investigate novel approaches to improve the computational efficiency of PMR calculations, including
data-driven reduced-order modeling approaches.

The purpose of the project is to demonstrate the application of reduced order modeling approaches
to radiation heat transfer applications in order to significantly reduce the computational cost
associated with these simulations. In the first year, this approach has been demonstrated to be
applicable to 1D and 2D radiation heat transfer problems.
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Determination of Surface-Mediated Degradation Products in Energetic Materials at
Critical Interfaces

170974 | Year 3 of 3 | Principal Investigator: C. L. Beppler

Project Purpose:

Degradation of energetic materials at the powder/bridgewire interface can cause significant changes
in the component up to and including failure to function. Just 1% or less degradation of the total
material, if present at the critical energetic material (EM)/bridgewire interface, can cause function
changes and is a limiting factor in the lifetime of energetic components in the aging stockpile.
However, the long-term behavior of these materials inside a component microenvironment is still not
well understood. In this project, we propose a new approach for determining the types of chemical
degradation products forming at interfaces in EMs and provide more insight into why surface-
mediated degradation is occurring in the energetic component.

The main methods used to detect degradation are visual inspection and gas analysis. These methods
indicate degradation has occurred, but cannot determine how or why degradation occurred. In
addition, the focus of previous work has been on understanding the degradation behavior of the
homogenous bulk material. However, bulk material behavior may not be representative of the EM’s
behavior at the critical bridgewire surface. Thus, this study will provide a greater understanding of the
surface-mediated chemical degradation products that form in these fundamentally reactive materials
through the use of state-of-the-art analysis methods.

This study is the first to apply recently available, more sensitive tools to better understand how
surface-mediated EM degradation occurs at the powder/bridgewire interface inside components.
These tools will probe the previously under examined non-volatile degradation products in EM, a key
deficiency in our knowledge of EM degradation. This knowledge will enable new and more accurate
experimental and computational methods to predict critical aging parameters in energetic materials.
The knowledge of these key aging parameters can then enable more accurate component lifetime
predictions and be applied to benefit the design and production of EM components for the stockpile
by providing better criteria for selecting component materials.

Summary of Accomplishments:

We developed a novel method to detect non-volatile energetic material degradation productsin
reactive organic materials. This novel approach to analyzing organic materials for degradation also
showed that the amount of time and temperature of the accelerated aging regime influenced the
extent of degradation, and possibly the type of degradation products formed. Clear trends were
observed when pristine energetic materials were aged versus when they were aged with chemically
incompatible materials. These trends indicated that one or more chemical degradation mechanisms
are taking place in these systems. This technique may also be useful as an early warning diagnostic
to find evidence of EM degradation before changes in bulk material are evident. We identified
potential ‘markers’ of EM degradation, which can be used to better understand how and why an EM
can degrade at a material interface. Eventually, this data can be used to help discover mechanistic
information regarding how and why certain materials accelerate degradation of energetic materials.
We also designed a new, hermetically sealed sample creation system to modernize EM compatibility
and aging studies.

Significance:

This study expanded scientific boundaries by creating a novel method for detecting EM degradation,
which was not previously available. This new method can now distinguish between EM degradation
and surface-mediated degradation of EM, which may cause the EM to degrade by a different chemical
mechanism. This study produced benchmark data that may eventually be used for ab initio molecular
dynamics simulations probing why EMs degrade at critical interfaces. This technique has the potential
to provide mechanistic information to probe how and why certain surfaces cause EM degradation.
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Developing Strong, Concurrent, Multiphysics, Multiscale Coupling to Understand
the Impact of Microstructural Mechanisms on the Structural Scale
180877 | Year 1 of 3 | Principal Investigator: J. W. Foulk, lll

Project Purpose:

The mechanical performance of metallic structures is driven by microstructure. Strongly coupled
processes can localize grain deformations through deformation twinning and void nucleation. We
cannot observe, understand, or simulate the high-rate behavior of tantalum for the nuclear weapons
complex or hydrogen embrittlement of austenitic stainless steels for gas transfer systems with
phenomenology. Our ability to make engineering decisions hinges on our ability to resolve and couple
microstructure to the structural scale.

The dominant dissipative mechanisms for candidate face-centered cubic and body-centered cubic
metals result from intimately coupled processes evolving over many grains (~millimeters) embedded
within a structure (~meters) subjected to abnormal or aging environments. We are required to invoke
strong multiphysics at concurrent multiscales to resolve failure processes. We are also required to
move beyond crystal plasticity and develop discrete models for deformation twinning (~nanometers)
and void nucleation (~nanometers). The ability to enrich structural models with resolved
microstructure creates a new computing paradigm that can only be realized with new computer
architectures.

We propose to relate the inherent variability of microstructure to the performance of structures
through significant contributions in coupling, adaptivity, grain-scale physics, and extensions to many
core environments. We stress that these developments have general applicability to hierarchical
systems (~meters) composed of many components (~centimeters) having design details (~millimeters)
with defects (~micrometers) that drive failure processes. The ability to assess system reliability
through the resolution of flaws in forgings, cracks in glass, and debonding along interfaces will move
Sandia from a reactive to a proactive approach for stockpile design, certification, and surveillance.
Moreover, our open-source approach contributes to the community and provides avenues for future
collaborations with academia and other laboratories.
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Development of a Spatially Resolved Microwave Interferometer (SRMI)
173881 | Year 2 of 2 | Principal Investigator: P.E. Specht

Project Purpose:

This project focused on the development of a spatially resolved microwave interferometry capability
to non-invasively monitor the internal transit of a shock, detonation, or reaction front in energetic
media. Standard optical interferometry techniques only measure surface or interface velocities.
Without a direct, internal measurement, it is necessary to infer the material’s state. Alternate
diagnostics embedded in the sample inherently disrupt the state of the shock or reaction front
measured. The only method to obtain a non-invasive internal velocity measurement in energetic
media is with microwave interferometry. Most energetic media is transparent in the microwave
regime, but the dielectric discontinuity at a shock, detonation, or reaction front generates a

back reflection, enabling an interferometric measurement. Current microwave interferometers
only provide a continuum measurement, averaging out the spatial characteristics. Spatial
information is necessary for understanding the complex wave and material interactions affecting
the thermal, mechanical, and chemical response of heterogeneous energetic materials. Bridging
this experimental gap by obtaining spatial information in the microwave regime requires a new
interferometer configuration. By coupling laser and microwave interferometry techniques with
terahertz spectroscopic methods, a novel multipoint microwave interferometry (MPMI) concept
was developed. The concept relies on the phase lag generated by an electro-optic (EO) crystal and
polarization optics to impart a microwave frequency onto a laser. This eliminates the technical
challenges associated with collimating a microwave beam over large distance and recording it on time
scales necessary for shock physics experimentation. The MPMI design uses a standard heterodyne
interferometer and established fast Fourier transform methods to extract the microwave frequency
and detect any Doppler shift present. Imaging the reflected microwaves onto the EO crystal and the
laser exiting the EO crystal onto a fiber array allows for recording the velocity at multiple locations
over the measurement surface.

Summary of Accomplishments:

A 35.2 GHz single-point microwave interferometry capability was established at Sandia. Its
application was verified through the recording of a known surface velocity. A graphical user
interface-based analysis program was written in MATLAB for quickly analyzing the data through
peak counting, quadrature analysis, and a simple fast Fourier transform. The knowledge gained

from the implementation of the single-point interferometer was applied to the generation of a novel
MPMI concept that integrates technologies from laser and microwave interferometry with terahertz
spectroscopy. A simplified version of the MPMI concept was constructed and used to measure a
microwave frequency through the EO modulation of a laser beam. These experiments proved the
underlying physical concept of the MPMI design and illustrated the practical limitations imposed by
the longer microwave wavelength. Given the equipment available, the recorded experimental results
contained too large a frequency error to adequately measure a velocity. Several alterations to the
current experimental setup were suggested for future implementations of the diagnostic to enable
the accurate measurement of multiple velocities.

Significance:

The successful implementation of the single-point microwave interferometer established this new
and novel capability at Sandia and provided a new diagnostic for studying the reaction and detonation
behavior of energetic media. The experimental results obtained using MPMI proved it is a viable
interferometric method capable of providing an unparalleled diagnostic for further understanding the
thermal, chemical, and mechanical interactions present in heterogeneous energetic media.
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Experiments and Computational Theory for Electrical Breakdown in Critical
Components
173097 | Year 2 of 3 | Principal Investigator: F.J. Zutavern

Project Purpose:

Electrical breakdown is a key issue for many electrical components, either in the need to control it or
prevent it from occurring entirely. For example, lightning arresters are designed to protect electrical
systems by breaking down when struck by lightning. Alternatively, insulators in high energy density
storage, switching, and transmission systems are designed to avoid breakdown using the minimum
required volume. Predicting the performance and characteristics of these devices in extreme
environments for stockpile and other critical applications is a key issue of national importance. For
over a century, component designers have used the breakdown strength of bulk materials as a design
guide in many different environments, conditions, and configurations. Science-based modeling of this
important phenomenon has had limited success in predicting many of the observed characteristics
(such as component breakdown strengths, location and size of primary current channels, damage on
solid surfaces and in bulk insulating and multiphase materials, the generation and relative roles of ion
and electron distributions in initiating and growing an electrical discharge, and the interaction with
solid interfaces near breakdown events) without the help of well-diagnosed discovery experiments.

This project is applying a new experimental technique to the study of electrical breakdown, using
ultra-short pulse laser-induced terahertz imaging of electron distributions, to provide more
information about electrical breakdown than optical imaging. In the past, optical radiation from the
recombination of electrons and ions during electrical breakdown has provided a wealth of information
about the plasma distribution in regions where both electrons and ions are present. However, this

will be the first diagnostic to provide sub-nanosecond images of the highly mobile electron-rich (ion-
depleted) regions of the plasma. Other discovery experiments and advanced diagnostics that will also
provide new insight into electrical breakdown are being analyzed to understand their scientific issues
and potential impact on advance breakdown theory to improve physics-based simulations.
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Experiments to Elucidate Fundamental Breakup Mechanisms of Molten
Components in Shock-Driven Flows
180876 | Year 1 of 3 | Principal Investigator: D. R. Guildenbecher

Project Purpose:

High-speed, molten metal particulate is found in many applications of interest to Sandia, DOE,

and other government agencies. Current predictive capabilities suffer from limited physical
understanding of the complex interfacial phenomena associated with liquid metals. While significant
knowledge exists on the interfacial instabilities which lead to the breakup of ordinary liquids, such
as water, the breakup of liquid metals is much more complex due to substantially higher density and
surface tension, oxide skins, potential phase change, and reactivity. New data and novel diagnostics
are needed to understand these phenomena and derive next-generation models.

Towards this end, we propose to develop a unique experimental capability. Molten drops, generated
using an innovative electrical heater design, will be subjected to shock-induced breakup in a shock
tube. Quantitative measurements of the breakup process are made possible with Sandia’s state-of-
the-art digital in-line holography (DIH) capabilities. Previously, we have demonstrated DIH for 3D
measurements of fragment sizes, velocities, and morphologies in low-speed flows. However, in the
proposed work, measurement uncertainty arising from thermal gradients, shock waves, and dense
particulate clouds will challenge the DIH technique. To overcome this, we will combine nonlinear
optical techniques, including phase conjugation and ballistic imaging, with the DIH diagnostic to yield
revolutionary measurement capabilities. Successful development will allow for improved diagnostics
of propellant fires, particle behavior in igniters, and additive manufacturing using molten metal
sprays.
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Exploring the Influence of Microstructural Properties of Heterogeneous Explosives
on Performance

180880 | Year 1 of 2 | Principal Investigator: T. Reedy

Project Purpose:

Conventional detonators (exploding bridgewire and exploding foil initiator) rely on the bursting

of an electrically conductive bridge element to deliver an impulse to the explosive, which initiates
detonation. However, the transfer of energy to the explosive and the physical processes, which
govern the initiation of chemical reactions and build-up to steady detonation within the explosive
are not fully understood. The complicated physics of explosive initiation are assumed to include
subsonic bed compaction, particle-to-particle interactions, development of hotspots, onset of
chemical reactions, formation of a highly dense “plug” of explosive material, strong shock formation,
and finally, transition of the shock wave to detonation. It is postulated that these processes are linked
to the internal microstructural properties of the heterogeneous explosive pellet. New diagnostic
capabilities allow for the interrogation of the pellet’s internal microstructure (such as pore size

and interface area), providing a more detailed and accurate description of the end-use form of

the explosive than the loose, raw explosive powder. Moreover, CL-20 (2,4,6,8,10,12-hexanitro-
2,4,6,8,10,12-hexaazaisowurtzitane), the explosive to be examined within this investigation, is a new
high-performance energetic material that has not been fully characterized in this manner.

This project will address the current inability to predict detonator performance and further

basic understanding by experimentally determining how explosive microstructure influences
performance. Validation-quality material properties, initiation threshold, and performance data are
key deliverables, critical for future model development. Using novel diagnostic techniques, including
multipoint photonic Doppler velocimetry and multi-view streak camera imaging, the explosive
build-up to detonation will be characterized, providing reaction front trajectory, run distance, and
detonation velocity. In total, these spatially and temporally resolved data will correlate explosive
microstructure to performance and be used to develop predictive models, enabling the optimization
of microstructure and component design.
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Fully Coupled Simulation of Lithium-lon Battery Cell Performance
173655 | Year 2 of 2 | Principal Investigator: S. A. Roberts

Project Purpose:

Lithium-ion batteries are commonly modeled using a volume-averaged formulation (porous electrode
theory) in order to simulate battery behavior on a large scale. These methods utilize effective material
properties and assume a simplified spherical geometry of the electrode particles. In contrast, a
particle-scale simulation applied to real electrode geometries predicts localized phenomena. The
purpose of the project is to develop a fully coupled finite volume methodology for the simulation of
the electrochemical-thermal equations in a lithium-ion battery cell. Due to highly complex electrode
geometries, these models will operate on any unstructured computational mesh and, therefore,

will be implemented within the MEMOSA software framework of Purdue’s PRISM center. Fully
coupling the nonlinear species transport, electrostatics, temperature, and Butler-Volmer kinetics

in a stable, efficient, and parallel/scalable computational algorithm for arbitrary geometries is a
significant technical challenge that could lead to better-informed decisions on electrode design.

The second thrust of the project will investigate 3D electrode architectures that offer potential
performance improvements over traditional 2D battery geometries. In addition to simulating possible
3D architectures using the particle-scale model, a volume-averaged formulation will be developed

for these unique geometrical conditions. It will be necessary to average all three material domains
(anode, cathode, and electrolyte) together, which deviates from the traditional two material volume-
averaging method. This method, along with information from our particle-scale models, will enable
battery-level simulations of 3D architectures, thus quantifying their ability to advance the field.

The proposed model will take into account the geometry of the battery microstructure and yield more
physically accurate simulations that would be used to develop improved constitutive models for use

in full-battery reduced-order transport simulations, potentially leading to better battery design and
performance. This project with the University of Texas at Austin enhances collaborative research
efforts between Sandia and academia.

Summary of Accomplishments:

We implemented a particle-scale electrochemical lithium-ion battery model using a finite volume
discretization method and used it to simulate discharge performance of both traditional particle

bed geometries, as well as novel interpenetrating 3D battery electrode geometries. The simulations
indicate that when a uniform surface area to volume ratio is applied across microstructures, an
alternating plate type of geometry provides the best performance among the structures considered.
All 3D battery designs perform significantly better than the particle bed geometry, with energy
density improvements of 3.7-6.9x observed at the highest power density simulated. The double
gyroid geometry performs best, and both it and the Schwarz P geometry significantly outperform
the more simplistic 3D battery architectures of inter-digitated plates and cylinders. Overall, the
electrochemical simulations suggest that interpenetrating 3D microbatteries outperform traditional
particle bed electrodes and that a double gyroid microstructure is superior when considering the
realistic manufacturing constraint of feature size resolution.

A 3D battery volume-averaged model has been developed and numerically implemented in the
Portable, Extensible Toolkit for Scientific Computation using the finite volume method (FVM).

By comparing to particle-scale simulations, we show that the model is quite accurate for simple
geometries, such as plates and cylinders, when analytically derived diffusion length relationships are
used. For discharge rates up to 160 A/m? (~9°C), relative energy density errors remain within 6% for
small electrode feature sizes (4.4-11 m) and within 22% for large electrode feature sizes (19-54 m).
For smaller feature size (7.5-10.5 m) minimal surface geometry batteries, we observe that a single
diffusion length value can be used without introducing significant error (<7%) for discharge rates up
to 160 A/m2. We observe no such consistent value for the larger feature size (17-24 m) structures,
and conclude that the limitations of the volume-averaged diffusion length model may be surpassed by
these larger geometries.
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Significance:

This project focused on developing robust capabilities to numerically simulate lithium-ion battery
particle-scale electrochemistry and utilize such capabilities to gain valuable insight into the effect of
electrode microstructure on battery performance. Such capabilities are critical to capturing localized
transport phenomena within an electrode particle bed to lead to a better understanding of the
microscale geometric effects on battery performance. This advance in technical capability will enable
battery designers to improve performance, power density, and lifespan of batteries, which is critical to
multiple DOE/NNSA missions.
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High Fidelity Coupling Methods for Blast Response on Thin Shell Structures
173095 | Year 2 of 3 | Principal Investigator: M. W. Heinstein

Project Purpose:

Modeling blast loading on thin shell structures, including initial structural failure and fragmentation
through late-time over-pressure within the structure, is proving to be difficult. It is a multidiscipline
problem involving a Lagrangian shell finite element description of the structure coupled with a
Eulerian volume of fluid description of the air blast. Traditional approaches, including in-house
solutions based on the Sandia codes CTH, ALEGRA, and Presto, have coupled Eulerian hydrocodes
with Lagrangian structural dynamics codes using a staggered pressure-velocity mapping. Numerical
experience has supported the theoretical view that such staggered coupling schemes can be
numerically noisy and often unstable. Experience also shows that greater mesh resolution and
pressure smoothing in the Eulerian domain can help, but at great computational expense.

We propose to explore fluid-structure interaction methods to accurately capture the internal
dynamic structural boundary condition in the Eulerian hydrodynamics method, and the conservative
transfer of mass, momentum, and energy constraints to the Lagrangian structural dynamics method.
The proposed work centers on creating a shock physics/solid mechanics coupling test bed to develop
a coupling technique, which is conservative and restores smoothness and stability. We anticipate
embedding level sets in high-resolution Eulerian shock physics stencils, which can both represent
the Lagrangian thin-shell structure and provide a split-cell topology with appropriate data needed
for the coupling. The potential of this approach is to dramatically improve the accuracy over current
fluid-structure iteration (FSI) methods. The approach would be applicable to both solid and shell/
membrane structures responding to any fluid medium.
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High Precision Testing and Structural Analysis of Li-ion Batteries
166152 | Year 3 of 3 | Principal Investigator: S.R. Ferreira

Project Purpose:

In collaboration with the University of New Mexico, we will investigate high precision testing
combined with materials characterization of battery cells. We aim to advance capabilities in
materials screening and in improving prognostics in lifecycle expectancy. Advances in current testing
techniques and methodologies are becoming crucial; as the market for energy storage is moving
beyond one- to two-year batteries for consumer goods, such as laptops and cellphones, into large-
scale, long-term advanced technologies for electric vehicle and stationary storage applications.
Current battery testing methods use low precision testers, where long-term cycling is currently the
only reliable way to determine life. Long-term validation testing far exceeds the development cycle
for battery technologies and is prohibitively expensive. A transformative way of quickly and reliably
validating battery materials and battery life is critical to enabling advances in stationary storage
technology. Rapid, reliable battery evaluation, facilitated by high precision testing, will be coupled
with materials characterization techniques. This will be used to understand and predict battery
performance and life to better enable adoption for stationary storage applications.

Summary of Accomplishments:

The use of principal component analysis simplifies the work required to develop a structure activity
relationship for carbon-based battery electrode materials. The ability to conduct a multivariate study
with variables that typically do not relate to each other provides a more thorough understanding of
factors that contribute to battery failure. This project shows the practicality of applying to structural
characteristics of the anode and cycle life and the results agreed with trends observed with the raw
values collected on the scanning electron microscope (SEM) images through digital image processing.

It is important to realize this work represents, at best, a proof of concept of the use of digital image
processing, as the image collection took place under variable operating conditions. These conditions
affect the roughness and texture parameters of the images and leads to an overall obscuring of
data. In addition, the available images for data analysis varied greatly for each sample. This made it
difficult to compare the structural changes in the four samples over time, which limited the amount
of publishable results possible for this project. This is especially true for the data available on the
graphitic carbon control. Without a control for comparison, results within this report are qualitative
instead of quantitative.

In order to obtain a precise and accurate view of structural changes over time, collection of sample
images must take place within the same day by one operator under the same microscope settings,
such as focus and brightness. Other factors that need to be consistent are acceleration voltage, and
current. The fact that processing these images, which were collected under less than ideal conditions,
still yielded data with recognizable trends speaks to the powerful capabilities of this tool.

Significance:

Since both lead acid and lithium-ion batteries utilize carbon-based electrode materials, the image
analysis used during this project is suitable for studying the phenomena of the formation of the solid
electrolyte interface (SEI). The primary source of performance limitations in lithium-ion batteries
involves defects within the SEI. Future research involves the cycling of lithium-ion batteries over time
and collecting SEM images of the anodes at various points in testing. Analyzing newer carbon anode
materials for lithium-ion batteries through this method allows for a more thorough overview of how
the SEI performs over time.
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Magnetic Sensing to Determine Material Flows within Opaque Vessels
180875 | Year 1 of 3 | Principal Investigator: M. Nemer

Project Purpose:

The purpose of this project is to create and demonstrate a magnetic field measurement technique

for visualizing flow within high-temperature high-pressure opaque vessels where traditional optical
methods are not possible. Many national security applications have a critical need for flow diagnostics
that can be applied to high-temperature high-pressure (HTHP) opaque vessels and materials.
Examples include liquefaction of organic materials (i.e., encapsulating foam), potting of components
with encapsulant, porous-media flows, thermal decomposition of explosives, shock-wave propagation,
and heat-exchanger optimization. Assured safety requires characterization and understanding

fluid behavior under HTHP conditions. Our concept borrows ideas from both magnetic resonance
imaging and optical particle imaging velocimetry/particle-tracking methods. Our concept involves
seeding the fluid with magnetic dipole particles, applying time-varying fields to rotationally induce
dipole alignment within well-defined regions, and then observing the flow-induced particle-driven
time-varying magnetic field outside the vessel using small, low-cost, highly sensitive, commercially
available magnetometers that are mass produced for consumer applications. The magnetic field
observations will subsequently be matched with numerical predictions through the application of
efficient inversion techniques, and propagation of sensor and other sources of uncertainty through
these inversion techniques.
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Mechanics of Battery Degradation through Stress-Driven Rearrangement of
Percolated Conductive Networks during Discharge and Cycling
173098 | Year 2 of 3 | Principal Investigator: A. Grillet

Project Purpose:

Mesoscale battery electrode structure and dynamics control electron and ion transport and
determine the performance and capacity of rechargeable batteries. We will develop an understanding
of the impact of changes in the electrode structure of lithium ion batteries, focusing specifically on

the ionic and electronic percolation pathways. Building on research at the single particle level, we will
examine how mechanical changes during cycling cause capacity fade through particle deformations
and rearrangements, localized over-potentials, electronic isolation of particles, and lithium ion flux
limitations. This project will develop new experimental techniques to study battery electrodes, by
examining the connectivity of both the particles and porosity as a function of internal (lithiation) and
external (applied) stresses. We will drive new methods of computationally coupling mechanics and
electrochemical changes, including anisotropic particle swelling and changes in modulus and porosity/
tortuosity of the electrodes. In particular, we will explore how structural heterogeneity coupled with
anisotropic changes at the grain scale cause changes in the electronic conductivity of the percolated
network. To date, this level of sophistication in developing coupled mechanics and performance
models of the complex percolated structure of battery electrodes has not been developed, and
represents a new way of looking at degradation mechanisms during cycling. Understanding capacity
fade and reliability of rechargeable batteries will significantly impact on our nation’s ability to field
advanced chemistries for electronics, munitions, and energy storage for renewable sources.

This project will develop new fundamental mechanistic understanding, experimental characterization,
and modeling capabilities to explain lithium ion battery capacity fade during cycling. These new
foundational capabilities in battery performance and characterization of electrode structure
evolution will help Sandia support nuclear weapons and other missions in the future.
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Modeling Primary Atomization of Liquid Fuels using a Multiphase DNS/LES
Approach
173096 | Year 2 of 3 | Principal Investigator: M. Arienti

Project Purpose:

The purpose of this project is to study the injection dynamics of dense sprays in the context of large
eddy simulation (LES) of turbulent combustion. An existing LES framework at Sandia (the code
RAPTOR) can treat the full range of scales in turbulent reacting flows in a computationally feasible
manner (large energetic scales are resolved and the small sub-grid scales are modeled), but requires
the correct initial spray information. The high-fidelity simulation of spray atomization by a second
computer code (CLSVOF) is used in this project to develop a model-free database for generating new
closure terms for LES.

The semi-Lagrangian framework developed in RAPTOR (Rapid Threat Organism Recognition) has
been tested and challenged in a realistic fuel injection configuration by the simulation of “spray

A, one of the Engine Combustion Network suite of industry-relevant diesel injectors that is being
experimentally characterized at Sandia and Argonne National Laboratories. The framework is
sufficiently robust that we are moving, ahead of schedule, toward the simulation of auto-ignition of a
spray flame. Progress was also made in the sub-grid description of flow turbulent effects on droplet
spatial distribution. Remaining challenges for the final year are the excessive compressibility of the
liquid phase from the new method and a way to introduce inlet flow perturbations.

Regarding the model-free spray database with CLSVOF, a self-consistent, realistic equation of state
for n-dodecane was used to demonstrate the occurrence of thermal effects in the liquid phase above
1500 bars of injection pressure. CLSVOF was chosen by the Spray Combustion Consortium (SCC)

to study—in concert with other experimental and numerical capabilities—the fuel injector’s internal
flow, and is expected to garner interest from industry as the code matures. The contributions to LES
will aid in ultimately enabling increased efficiency and reduced emissions in internal combustion
engines and gas turbines.
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Multiscale Now! A Novel Hierarchical Approach for Multiscale Structural Reliability
Predictions of Ultra-High Consequence Systems
180878 | Year 1 of 3| Principal Investigator: J. M. Emery

Project Purpose:

This project will impact DOE’s nuclear safety mission through development of robust, yet tractable,
multiscale structural reliability capabilities for uncertainty quantification. The primary purpose of
this project is not to create another multiscale numerical method (MNM). It’s about what comes
next. This work spans a gap in research with innovative thinking to create game-changing tools

that uniquely combine Sandia’s current investments in MNMs. Prediction of structural failure

due to strain localization or fracture is essential to nuclear safety, where ultra-high reliability (e.g.,
failure probability <1e-06) is required. Heterogeneity at the fine scale contributes to significant
uncertainties in performance. Practical applications cannot include fine-scale details throughout the
problem domain due to exorbitant computational demand. A concurrent MNM is necessary but not
sufficient.

For example, a multiscale finite element analysis coupling a polycrystalline subdomain to one hotspot
in a component typically requires the solution to 100s of millions of equations for one realization

of the microstructure—a very computationally expensive endeavor. This represents only one data
point for the conditional probability of failure, assuming failure occurs at that hotspot; there are
presumably many hotspots. To complete the reliability assessment, Monte Carlo simulation (MCS) is
necessary at each hotspot, requiring many thousands of such analyses-this is intractable.

We propose a novel hierarchical solution that will: 1) systematically focus computational resources
at requisite hotspots, 2) combine analyses of variable fidelity to maximize efficiency, 3) make MCS
tractable using stochastic reduced-order models, and 4) be validated with a first-of-its-kind multiscale
experimental technique.

This project advances a new concept for multiscale structural reliability prediction and will provide
proof-of-principle application to ductile alloys. It uses an innovative hierarchical scheme that
combines predictions of varying fidelity to compute the probability of failure of a component. There
are significant risks, but if successful, will benefit a broad range of structural reliability applications.
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Novel Method to Characterize and Model the Multiaxial Constitutive and Damage
Response of Energetic Materials
180883 | Year 1 of 3 | Principal Investigator: M. J. Kaneshige

Project Purpose:

This study, in collaboration with the University of Texas at El Paso, aims to create a scientific
breakthrough in the ability to predict the mechanical behavior of energetic materials through the
design of a new multiaxial testing method using 3D digital image correlation and the development
of a novel continuum damage mechanics (CDM)-based constitutive model for the volumetric and
deviatoric response of energetic materials. Traditional methods to elucidate the volumetric and
deviatoric response of energetic materials require the use of complex load frame configurations,
which apply hydrostatic pressure and uniaxial loads independently. This new method will utilize a
variation of the Bridgman notched specimen method, and through 3D optical strain measurements,
will elucidate the multiaxial constitutive and damage behavior through comparison to the analytical
(skeletal stress) or elastic finite element solution. This work will be extended to deal with effects

of strain rate (0.001 to 1 s?) and temperature (ambient to 75 °C). The primary challenge of this
effort is transforming the Bridgman method that was originally developed for metals under tension
towards energetic materials under compression. An outcome of this novel characterization method
is the development of a CDM-based constitutive model for the prediction of the “batch-to-batch”
mechanical behavior of energetic materials. This model will be used to simulate the service conditions
of mock plastic bonded explosive material, including uniaxial and multiaxial states of static and
dynamic loading.

Mechanical response of energetic materials has a crosscutting impact on diverse programs and
problems; development and validation of predictive models entails additional technical challenge and
risk. Structural material models are often adapted, but are generally inadequate. Novel approaches
to mechanical response modeling are needed and will benefit multiple programs (weapons design,
surety) and business areas with the engineering sciences.
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Numerical Methods for Efficient Simulations and Analysis of Circuits with Separated
Time Scales

171117 | Year 3 of 3| Principal Investigator: M. N. Hsieh

Project Purpose:

The purpose of the project is to develop novel numerical methods for efficient modeling of complex
fast/slow circuits (i.e., small circuits with strong, nonlinear oscillations and separated fast/slow time
scales). Circuit-level weapon simulation and analysis can support electrical interface characterization
and predict functional performance limits under untestable environments or scenarios. However,
fast/slow circuits can make the computation time of even a single simulation unmanageable. Parallel
simulation cannot improve the computation efficiency because these circuits are small. These types
of circuits are common in both legacy and new weapons, such as charging circuits in firing sets. Many
numerical methods are proposed to speed up such simulations by utilizing multiple time variables to
efficiently represent circuit signals with widely separated rates of variation. However, weapon circuits
possess complex behaviors, which present outstanding challenges in this research field. Our goal is
to develop novel numerical methods for fast/slow weapon circuit simulations and deliver significant
simulation speedups to facilitate efficient weapon assurance.

The multi-time partial differential equation (MPDE) methods can provide large simulation speedup
for modeling circuits with simple fast/slow behaviors. This research will explore novel numerical
methods for efficient modeling of a broader class of fast/slow circuits and overcome the outstanding
challenges in the field. If successful, this project will provide capabilities to simulate and analyze the
entire operation cycles of fast/slow weapon circuits with high fidelity in manageable time, which is
impossible using existing technologies.

Summary of Accomplishments:
We improved MPDE methods for efficient simulations of fast/slow weapon circuits. The key R&D
accomplishments of this work are as follows:

We characterized the behaviors of all available fast/slow weapon circuits. Circuits are actually
periodic with changing frequency of oscillations during the circuit charging process. This analysis
suggested warped MPDE (WaMPDE) should be used for fast/slow weapon circuit simulations.

We improved the discretization methods in Sandia’s high-performance analog circuit simulator, Xyce

We developed novel initial condition strategies for WaMPDE in Xyce that can skip an aperiodic phase
and work directly with the next more periodic phase

We also developed novel phase condition strategies in Xyce that can automatically determine a good
initial condition for WaMPDE and accurately detect phase change of the fast varying signals

We derived the Jacobian matrix of MPDE systems that supports voltage limiting and implemented it
in Xyce

We achieved 30x simulation speedup by applying our methods to a charging circuit.

Significance:

Our circuit analysis suggests weapon circuits are actually periodic enough for the warped MPDE
methods to work consistently. We improved numerical algorithms and voltage limiting in Xyce’s
MPDE package, which enables efficient simulations of fast/slow weapon circuits. Our results show
that the proposed methods speed up the simulation of a weapon charging circuit by 30x. Our results
and methods provide a strong foundation to simulate and analyze the entire operation cycles of fast/
slow weapon circuits having high fidelity in manageable time.

Refereed Communications:
M. Hsieh, “Numerical Methods for Efficient Simulations and Analysis of Circuits with Separated Time Scales,”
Design Automation and Test in Europe (DATE 2015), Grenoble, France, 2015.



Sandia National Laboratories 2015 LDRD Annual Report

Prediction of Spark Discharge Paths and Voltages
165652 | Year 3 of 3 | Principal Investigator: L. K. Warne

Project Purpose:

A fundamental problem is how a spark discharge path selects candidate conductors in proximity to
an electrode (or plasma) at high voltage, and the statistics associated with such spark attachments.
The spark discharge path determines whether penetrant energy is diverted to chassis or leads.
This problem pertains to penetrations associated with metallic burnthrough by lightning
continuing current, to phenolic blastthrough events driven by lightning return strokes, and to other
penetrations. A semi-empirical static breakdown criterion, developed in past research, does not
answer fundamental, technically challenging questions arising from the transient development

of the spark, particularly: (1) Discharge timing (lightning-driven voltages are time limited); (2)
Conductor impedance (floating electrodes and dielectrics); and (3) Probability of path and statistics of
attachment.

The extensive literature on sparkover is mostly empirical and not easily generalized to geometries
and conditions (target electrode impedance, drive waveform, etc.) of interest to NNSA missions.
Furthermore, these models and experiments present no clear picture of how sparkover presents
with non-uniform geometries. Our objective is to develop rigorous sparkover criteria and tools for
determining discharge path in arbitrary gap geometries, as applied to components subjected to high
voltage in gaseous environments. We propose that the intermediate stage of spark development-
bridging the initial gas ionization stage with the final heating stage, and involving interactions of the
discharge with the electrodes-sets the sparking condition. This has been somewhat ignored in the
literature. If successful in understanding how the spark occurs, our first-principles model will greatly
advance the state of the art.

Summary of Accomplishments:

The behavior of breakdown voltage exhibits a bifurcation when the field becomes sufficiently non-
uniform, separating into corona and spark branches. In order to describe the underlying physics of
these branches, the breakdown threshold problem was framed as two conditions: 1) areplacement
condition, guaranteeing that the gap is bridged by an ionized channel and 2) an instability condition,
guaranteeing that the channel transitions into a highly conductive filament. With limited non-
uniformity, only a spark occurs and the replacement condition (Townsend or Meek criterion) is
sufficient to predict breakdown. Alternatively, in the bifurcated region, the replacement condition
predicts the corona branch; the instability condition-identified here as the minimum field of the gap
compared to the streamer-sustaining field-predicts the spark branch.

We examined issues related to streamer current characteristics at both the region of inception (the
stressed anode region) and the terminating (plane cathode) region. It is believed that streamer spatial
branching leads to saturation of streamer charge as the ionization wave progresses into the low field
region of a gap. We proposed a kinetic trigger for streamer branching by generalizing the Palmer
criterion for avalanche overlap (from uniform laser cavities) to the non-uniform field associated

with the streamer head region. The narrow cathode fall region was modeled to examine the current
emission following streamer crossing.

We showed that the physics behind the instability condition results from a nonlinear jump in the
energy delivered to the streamer channel when the minimum drive field level exceeds the sustaining
field level. When neutral dynamics is taken into account, this sudden increase in delivered energy
results in renewed ionization. Experiments have been conducted in both triggered-uniform and non-
uniform gaps to elucidate the instability with respect to streamers and capture the voltage threshold
levels.

Significance:

Our research now enables prediction of spark breakdown thresholds in non-uniform geometries,
allowing for judgments on the reliability of gas insulation in critical components and systems
subjected to high voltage environments, such as lightning. Results provide the underpinning for the
prediction of spark breakdown in non-uniform geometries, which was previously unavailable.
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Process Modeling for Additive Manufacturing
180881 | Year 1 of 2 | Principal Investigator: L. L. Beghini

Project Purpose:

Additive Manufacturing (AM) provides a new avenue to design innovative materials and components
that cannot be created using traditional machining operations. With current AM capabilities, complex
designs (such as those required in weapon systems) can be readily manufactured with laser powder
forming (or Laser-Engineered Net Shaping [LENSTM]) that would be otherwise cost prohibitive or
impossible to produce. However, before an AM product can be qualified for weapon applications,

the characteristics of the metals produced by additive manufacturing processes need to be well
understood. This project focuses on the development of computational simulation tools to model
metal additive manufacturing processes. This proposed work would extend and integrate existing
Sandia tools to accomplish the following:

e Be able to better predict residual stresses in AM product

o Extend high-fidelity material models to capture material evolution during the formation process,
leading to prediction of end-state material properties

e Provide a basis for engineering tools to propose improvements to additive manufacturing
process variables, including those that minimize process variation

While this work would be directly applicable to AM processes, the tools developed would also help
enable modeling welding processes such as gas tungsten arc, electron beam, and laser welding.

This project aims to develop a new modeling tool/capability, which has not been previously attempted
nor documented in the literature. Once such a tool is created, additional enhancements or extensions
could include optimization of the process variables for specific components.
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Quantitative Imaging of Turbulent Mixing Dynamics in High-Pressure Fuel Injection
to Enable Predictive Simulations of Engine Combustion
165646 | Year 3 of 3 | Principal Investigator: J. H. Frank

Project Purpose:

We have developed a capability for quantitative imaging measurements of high-pressure fuel
injection dynamics that will transform our understanding of turbulent mixing in transcritical flows,
ignition, and flame stabilization mechanisms, and will provide essential validation data for developing
predictive tools for engine combustion simulations. Advanced, fuel-efficient engine technologies

rely on fuel injection into a high-pressure, high-temperature environment for mixture preparation
and combustion. However, the dynamics of fuel mixing and combustion are not well understood and
cannot be accurately predicted. Quantitative measurements for model validation are lacking because
spatially and temporally resolved measurements of turbulent mixing and combustion dynamics in
multiphase, high-pressure, high-temperature flows pose significant diagnostic challenges.

The development and application of high-fidelity imaging diagnostics for understanding fuel
injection dynamics is ambitious considering the complexity of the experiments and the demanding
temporal and spatial resolution requirements. This newly developed capability will transform our
understanding of fuel injection dynamics, which affect engine combustion processes such as flame
lift-off, soot formation, and cycle-to-cycle variations. To attain high data rates for tracking the motion
of turbulent mixing (~100kHz), we developed a unique pulse-burst laser for high-speed planar laser
imaging of fuel vapor mixing, velocity, and ignition. Quantitative interpretation of high-pressure
measurements was advanced by innovative treatment of laser-based imaging measurements.
Results will be used for testing turbulent mixing models that are central to Sandia’s efforts to develop
predictive simulations of fuel injection. This diagnostics capability has broad applicability for high-
repetition rate imaging of motion in areas such as energy surety and defense.

Our measurements have captured key physical processes in high-pressure, high-speed fuel injection.
This interdisciplinary project involved taking significant risks to develop high-speed imaging
diagnostic capabilities that will transform our understanding of high-pressure fuel injection. The
project enabled collaborative effort between researchers with expertise in imaging diagnostics, laser
development, and internal combustion engines.

Summary of Accomplishments:

We designed, developed, and constructed a custom mobile pulse-burst laser for imaging the dynamics
of transient fuel injection. We performed 100 kHz scalar and velocity field imaging of high-pressure
injections. Experiments were conducted in two different facilities to address different aspects of

the project. We constructed a constant volume high-pressure vessel and used it for high-speed
Rayleigh scattering measurements in a pulsed gas-phase jet. We used this canonical configuration
for fundamental studies of turbulent mixing dynamics at different pressures as well as for the
development of methods to correct for laser beam-steering effects in imaging measurements at
elevated pressure. An existing high-pressure, high-temperature constant volume vessel was used for
studying dynamics of fuel injection for a Diesel injector and a gasoline injector at conditions relevant
to internal combustion engines.

We performed the first high-speed planar imaging measurements in Sandia’s high-pressure fuel
injection chamber, capturing the dynamics of the entire injection event. Our new high-speed
capability not only enabled spatially and temporally resolved studies of injection dynamics, but also
increased the previously available data rate in this facility by orders of magnitude, enabling statistical
analysis of mixing dynamics and setting the stage for many new insights and further studies in the
dynamics of fuel injection under different conditions and injector types. For example, our high-speed
particle image velocimetry measurements captured, for the first time, the flow reversal in the central
region of a multi-plume gasoline injection. This reversal is associated with an important, but poorly
understood, dynamic in which the initially separated plumes collapse into a single plume towards the
end of injection. We expect that ongoing studies using this new capability will capture more processes
that need to be better understood in order to develop physically accurate models for simulations.
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Significance:

The results of this work will advance understanding of key physical processes in high-pressure, high-
speed fuel injection and will provide input for developing predictive simulation capabilities in mission-
critical areas, such as energy surety. The approach develops fundamental understanding through
innovative experimental methods in a manner that will strengthen predictive capabilities in areas

of critical importance. With high-pressure reacting and non-reacting flow dynamics as our target
application, the proposed research has high relevance in a wide range of problems relevant to the
defense and energy areas.
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Reducing the Adverse Effects of Boundary-Layer Transition on High-Speed Flight
Vehicles
173878 | Year 2 of 3 | Principal Investigator: K. M. Casper

Project Purpose:

During boundary-layer transition, high-pressure fluctuations are generated on reentry vehicles,
which can create significant vibration of internal components. Ongoing research efforts are focused
on better predicting these fluctuations and understanding how they couple to the vibration of the
structure. Modern computational capabilities now allow modeling of the fluid-structure interactions
in these hypersonic vehicles. These models must be developed from experimental data; however,
current structural testing of hypersonic vehicles relies on static tests that do not provide an accurate
representation of the fluid-forcing environment in flight. We propose to make novel measurements of
this coupling by introducing controlled pressure disturbances over a flexible panel in hypersonic flow.
The flow field and panel response will be characterized using high-frequency pressure and vibration
measurements as well as flow-field visualization. High temporal resolution is required to resolve

the unsteady flow field at hypersonic speeds, but these diagnostics have only recently attained the
frequency response necessary to study this problem.

This work has never been attempted because of its complexity: the design of the model, flow
perturber, and thin panel all require significant research to develop. The subsequent experiments
and data analysis describing the fluid-structure interactions are expected to impact DOE’s nuclear
weapons mission.
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Solving the Big Data (BD) Problem in Advanced Manufacturing
184022 | Year 1 of 1| Principal Investigator: B. W. Clark

Project Purpose:

The purpose of the project is to understand the error in 3D printed objects associated with the shape
of the object and the print direction, in order to develop approaches for mitigating this error. 3D
printing, originally known as additive manufacturing, is the process of making 3D solid objects from

a CAD file. This groundbreaking technology is widely used for industrial and biomedical purposes
(e.g., building objects, tools, body parts and cosmetics). An important benefit of 3D printing is the cost
reduction and manufacturing flexibility; complex parts are built at a fraction of the price. However,
layer-by-layer printing of complex shapes adds error due to the surface roughness. Any such error
results in poor quality products with inaccurate dimensions. The main purpose of this researchis to
measure the amount of printing errors for parts with different geometric shapes and to analyze them
in order to determine optimal printing settings to minimize the error. We use a Design of Experiments
framework, and focus on studying parts with cone and ellipsoid shapes. We found that the orientation
and the shape of geometries yield significant effects on the printing error. From our analysis, we also
determined the optimal orientation that gives the least printing error.

Summary of Accomplishments:

We identified and characterized sources of error related to build orientation and part geometry
when using layer-by-layer additive manufacturing processes. In this research, we showed a critical
deficiency of 3D printers in terms of surface roughness (or error) and explained the adverse effects.
We designed an experiment to analyze the effects of design and process parameters on the printing
error. We performed the experiment on cones and ellipsoids and tested their shape (design) and
orientation (process) parameters. We discussed the significant effects and recommended optimal
printing settings for minimal error.

Significance:

This study helped identify and characterize two sources of error (build orientation and part geometry)
when using layer-by-layer additive manufacturing processes. As additive manufacturing continues

to enter mainstream production and parts start to be included in the NW stockpile, these types

of studies will be crucial for understanding the sources of error and improving the processes. This
study was a start toward characterizing basic sources of error on simple primitive shapes. A better
understanding of these errors will be a catalyst for improving the additive manufacturing machines
themselves to eliminate these sources of error.
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Time-Resolved Optical Measurements of Shock-Induced Chemistry in Energetic
Materials

165656 | Year 3 of 3 | Principal Investigator: R. R. Wixom

Project Purpose:

State-of-the-art models for shock initiation of explosives are not predictive and thus have limited
utility for engineering design, analysis, and quantification of margins and uncertainty for energetic
components. The development of physically based predictive tools is severely limited by a lack of
knowledge of reaction chemistry and a poor understanding of the physics of chemical energy release
at hotspots. The reactive processes occurring during shock initiation are poorly understood due to
the inherent difficulty of making measurements over the very fast timescales, short length scales, and
extreme conditions that are typically encountered.

Direct observation of thermodynamic states and shock-induced reactions in heterogeneous,
condensed-phase solids is difficult due to the technical challenge of obtaining sufficient signal-to-
noise ratio while maintaining sufficiently high temporal and spatial resolution. When resolution is
sacrificed, the measurements become averaged over time or space in the heterogeneous material
and the observation of local non-equilibrium phenomena is compromised. However, newly available
optically thin, homogeneous samples may allow us to probe reactions occurring within the material
during shock initiation.

We will use these unique vapor deposited films of explosives, including hexanitrostilbene (HNS),
which are relatively transparent and allow for measurement of optical emission from within the
shocked material. The emission spectrum will be used to determine both temperature of the sample
and the presence of chemical species that evolve over time-information that will validate equation
of state predictions and provide data for inserting accurate chemical reactivity into hydrocode
simulations of explosive components.

The ultimate goal is to develop a fundamental understanding of chemical reaction mechanisms
and kinetics, and their relationship to the local thermodynamic state of the material. We are using
untested techniques and samples to perform a rigorous study.

Summary of Accomplishments:

Access to unique vapor-deposited films of PETN (Pentaerythritol tetranitrate), HNS
(hexanitrostibene), and HNAB (hexanitrobenzene) allowed for the collection of light emitted from
detonating and shock-loaded films. We observed molecular and atomic emissions having features
similar to those observed by other researchers. The most prominent features in the HNS spectra were
from C2 and CN. The PETN spectra were dominated by a broad NO2 peak; this seems to confirm
molecular dynamics predictions that suggest NOZ2 is one of the first intermediates to form. Identifying
these intermediate and product species and their rotational-vibrational-electronic quantum state
distributions can be used to infer details about the potential energy surfaces that govern reaction
processes during initiation and detonation. Our current analysis of some of the results may indicate
observation of states not in thermal equilibrium with expected detonation temperatures.

Optimization of the deposition parameters for HNS enabled growth of films of varying thickness with
controlled microstructure. These films were used in velocimetry experiments that capture the build-
up to detonation on an extremely small scale. This represents the first measurement of shock-induced
run-distance in these detonator materials to exhibit such a quick shock-to- detonation transition.
This was accomplished using planar Doppler velocimetry to record particle velocity histories at the
interface between the flyer-impacted explosive film and a transparent substrate. These data were
used to parameterize history variable reactive burn and Arrhenium reactive burn models for HNS.
While additional experiments are needed for better parameterization, this method demonstrates the
use of this new method of obtaining data for building reaction models of explosives.
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Significance:

Accurate predictive simulations of the initiation and build-up to detonation in explosives will
transform how we approach explosive component design, stewardship, and surveillance. One of the
main roadblocks for achieving this paradigm is the inability to measure and describe the chemical
reactions occurring during this process. The state of the art has been empirical parameterization

of engineering models. This project resulted in new knowledge of the chemistry occurring during
initiation and new methods of measuring the transient thermodynamic state of the explosive with
nanosecond accuracy.

Refereed Communications:
J.J. Kay, “Mechanisms of Shock-Induced Reactions in High Explosives,” presented at the APS Topical Group on
Shock Compression of Condensed Matter, SCCM, Tampa, FL, 2015.
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Understanding Hot Spot Initiation using Electronic Ultrafast Sum Frequency
Spectroscopy
180874 | Year 1 of 3 | Principal Investigator: J. J. Kay

Project Purpose:

Although shock initiation of explosives has been studied for decades, it is still not clear how shock
waves initiate chemical reactions that lead to detonation. Understanding the sequence of reactions
involved in initiation is critical to predictive understanding of energetic material performance. At
present, we have little predictive understanding of the shock sensitivity of energetic materials and,
therefore, limited capacity to predict initiation thresholds and uncertainties in explosive components.

“Hot spot” initiation is one key aspect of the problem that remains unanswered. It is empirically

well known that material porosity enhances shock sensitivity, and it is often assumed that localized
heating initiates reactions at defect sites. However, a wealth of evidence indicates that the
mechanism may not be thermal heating, but rather spontaneous pressure-induced decomposition.
This alternate mechanism is postulated to involve shock-induced changes in the electronic structure
of the material, in which instantaneous reactions occur at the shock front, assisted by local distortion
of electronic structure at defect sites. At present, no definitive measurement or calculation has
proven or disproven this mechanism.

We are interrogating this energy localization mechanism in explosives using interface-specific
ultrafast spectroscopy. We will perform a series of spectroscopic measurements to determine
whether this pressure-induced reaction mechanism can properly explain hot spot initiation. The
measurements we propose will answer, once and for all, whether pressure-induced reactions are
important in shock initiation. Answering this pivotal question will assist predictive modeling of shock
initiation in energetic materials, which ultimately assists development and certification of explosive
components at Sandia.
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Upscaling Ab-Initio Quantum Chemistry Models for Nonequilibrium Reacting Flow
Simulations

166153 | Year 3 of 3 | Principal Investigator: D. J. Rader

Project Purpose:

Many advanced engineering technologies that support national security involve nonequilibrium
reacting flows. Such flows are generated by reentry vehicles, plasma environments, and detonations.
During Earth reentry, gas temperatures in the shock region exceed 10,000K, which leads to air
dissociation. The flow in the shock layer is highly nonequilibrium and chemical kinetics there cannot
be characterized by single-temperature Arrhenius rates. Since characterizing such flows in ground or
flight experiments is prohibitively expensive, there is currently a lack of high fidelity, nonequilibrium
chemistry models that could account for internal energy-specific chemical processes. The proposed
research, in collaboration with Purdue University, focuses on the development of a state-specific air
chemistry model by performing quasi-classical trajectory simulations using potential energy surfaces
obtained from ab initio quantum chemistry calculations. This methodology allows construction

of nonequilibrium collision, energy exchange, and reaction models for systems for which little or

no experimental data exist. These models will then be used in rarefied-flow simulations to more
accurately predict gas drag and thermal load to reentry vehicles. In particular, this work focuses on
02+0 processes that can affect high-speed flow field structures and surface oxidation. Methods
developed in this work can be expanded to other chemical systems. The resulting non-equilibrium
chemistry models will be applied in Sandia Computational Fluid Dynamics (CFD) and Direct
Simulation Monte Carlo (DSMC) codes to improve their fidelity. The purpose of this work is to develop
a methodology and computational framework for replacing phenomenological elastic collisions,
energy relaxation, and chemical reaction models, which are found in most CFD and DSMC codes, with
high-fidelity ab initio physics-based models. This will make it possible to simulate flow fields in non-
equilibrium regimes with a high degree of confidence, even when few experiments exist.

Summary of Accomplishments:

This project demonstrated that ab initio calculations of potential energy surfaces can be used to
develop non-equilibrium chemistry models that can be applied in DSMC and CFD simulations of flow
fields. A quasi-classical trajectory (QCT) code was developed and used to calculate O,+O collision

at temperatures up to 20,000K. These calculations produced state-specific dissociation cross-
sections and state-to-state rotational-vibrational energy exchange cross sections that can now be
used as input to DSMC simulations. The cross sections can also be integrated to produce rates that
are needed for CFD calculations. A major challenge was identified in linking ab initio calculations

to flow field simulations for any general chemical system: ab initio surfaces are not available for all
combinations of species found in non-equilibrium flows and the quality of available surfaces are

not well known. Therefore, the sensitivity of rates and cross sections was studied in this work by
comparing calculations with ab initio potentials to calculations with Morse additive pairwise (MAP)
potential based on spectroscopic measurements. The equilibrium rates calculated via MAP and ab
initio potentials agree within 12%, for temperatures between 2,500 K and 5,000 K. The agreement
in dissociation rates improves at temperatures up to 10,000 K. In contrast, the difference between
0,+0 experimental equilibrium rate measurements is 300% at 10,000 K. Under nonequilibrium
conditions, the QCT calculations based on the two potentials match within 70%, while the current
phenomenological models disagree by over two orders of magnitude. The simpler MAP potential
predicts higher vibrational and rotational de-excitation at low collision velocities, but this agreement
also improves as collision energies increase. The excitation and de-excitation rates calculated via the
two potentials may differ by up to a factor of three.

Significance:

The methods developed under this project for predicting chemical reaction rates under conditions
of thermodynamic nonequilibrium will greatly improve Sandia’s ability to simulate flow fields and to
predict thermal and structural loads for reentry vehicles. The need for accurate, validated, predictive
tools for simulating flow about reentry vehicles is critical to NNSA's nuclear weapons mission

and continues to be an area of active research and investment. This project identifies several new
methods and technologies for advancing our simulation capabilities in these areas.
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Geoscience

The Geoscience Investment Area seeks to expand the frontiers of knowledge in the following areas:

1) the properties, structure, phenomena and processes associated with the earth’s subsurface,
surface, and atmosphere and 2) how engineered systems interact with the earth and the earth system.
These earth systems and properties impact Sandia national security missions, including energy
security, defense, nonproliferation, disaster response, and climate security.

Projects
Appraisal of Hydraulic Fractures Using Natural Tracers 110
Detecting Seasonal Changes in Permafrost using In Situ Seismic Velocities, Near-Field Soil Moisture

Monitoring, and Remote Sensing 112
Determination of Aerosol Scattering Characteristics for Atmospheric Measurements 114
Fundamental Study of Disposition and Release of Methane in a Shale Gas Reservoir 115
Imaging the Subsurface with Upgoing Muons 116
Methane Hydrate Formation on Clay Mineral Surfaces: Thermodynamic Stability and Heterogeneous

Nucleation Mechanisms 117
Monitoring, Understanding, and Predicting the Growth of Methane Emissions in the Arctic 119
Polyfunctional Desorption of Oil from Shales 120
Predicting the Occurrence of Mixed Mode Failure Associated with Hydraulic Fracturing 121
Self-Tuning Seismic Sensor Data Processing 123

GEOSCIENCES
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Appraisal of Hydraulic Fractures Using Natural Tracers
165670 | Year 3 of 3 | Principal Investigator: J. E. Heath

Project Purpose:

We will develop new in situ natural tracer testing methodologies to evaluate local well-to-reservoir-
scale hydraulic fracturing efficiency and matrix-to-fracture transport mechanisms, focusing on
application to shale hydrocarbon production. Maximizing fracturing efficiency improves producible
reservoir volumes and can mitigate risk to groundwater resources. Current fracture characterization
with production decline analysis only poorly constrains fracture geometries and connectivity. Key
hydro-mechanical reservoir characteristics control natural tracer release during fracturing and
production, including: 1) the number, connectivity, and geometry of fractures, 2) the distribution

of fracture surface area to matrix block volume, and 3) phase behavior of reservoir fluids. We will
characterize a shale reservoir using natural noble gas tracers sampled at the wellhead. Favorable
attributes of noble gas tracers include: 1) the suite of natural tracers will display a large range

of diffusion coefficients and 2) diffusive mass transfer out of the matrix into fractures may cause
elemental and isotopic fractionation, providing additional insight into dominant mass transfer
mechanisms.

Natural tracer data may characterize fracture surface area and transport velocities. However, existing
techniques have never been applied in shale systems, nor have natural tracer studies considered
multirate mass transfer theory. The existence of multiple phases and matrix heterogeneity in shale
formations complicates tracer interpretation, increasing possible non-uniqueness of underlying
fracture-reservoir parameters generated through our improved breakthrough curve interpretation.
By considering data from multiple naturally occurring tracers, our project promises techniques

for greatly improved fracture and fluid flow characterization, utilizing data easily collected at the
wellhead.

This project develops cutting-edge methodologies using natural tracers to determine reservoir
transport mechanisms. Time-series of natural noble gas tracers have not been previously collected
from hydraulically fractured wells in shale, much less used to improve reservoir parameter
identification. The outcomes of this project will position Sandia as a leader in shale fracture
characterization, and contribute to DOE’s mission in energy security and environmental protection.

Summary of Accomplishments:

This project developed the novel use of in situ naturally occurring noble gas tracers to evaluate
transport mechanisms and deformation in shale hydrocarbon reservoirs. This project included field
and laboratory studies of noble gas tracers, combined with other standard data types. Also included
is work on methods for hydrocarbon production forecasts that borrow statistical strength from
production data of nearby wells to reduce uncertainty in the forecasts. The field study included
collection of a 1.5-year time-series of wellhead fluid samples immediately following the first gas
production from two hydraulically fractured wells. The noble gas compositions and isotopes of the
samples suggest a strong signature of atmospheric contribution to the noble gases that mix with deep,
old reservoir fluids. Complex mixing and transport of fracturing and reservoir fluids occurs during
production-knowledge of which may be useful to help understand and improve production. Access
to actively producing wells was important to demonstrate actual characterization with noble gases of
anon-theoretical site. Real-time laboratory measurements were performed on triaxially deforming
shale samples-core samples from the same shale field site-to link deformation behavior, transport,
and gas tracer signatures. The statistical methods used Bayesian techniques to investigate production
datareported for horizontal Barnett gas wells in Texas. Three different examples were used to

show the approach. Production forecasting was performed for 197 wells with the Arps and Duong
models; six nearby wells were used to demonstrate the process of borrowing statistical strength

to better characterize model uncertainty. Predictions of estimated ultimate recovery were also
made, considering the uncertainty associated with the fit between the model and reported data. The
Bayesian methods allow for better forecasts with less production data.
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Significance:

This project benefits DOE’s energy security and environmental protection missions. Shale
hydrocarbon reservoirs play an increasingly key role in providing clean and reasonably priced
domestic energy. Our project developed techniques for fluid flow characterization in shale with data
that can be collected at wellheads. Evaluation of shale hydraulic fracture and flow systems may result
in more cost-effective production from shale. Environmental protection may be simultaneously
achieved with the ability to identify hydraulic fracture designs that minimize impacts to underground
sources of drinking water.

Refereed Communications:
K.L. Kuhlman, B. Malama, and J.E. Heath, “Multiporosity Flow in Fractured Low-Permeability Rocks,” Water
Resources Research, vol. 51, pp. 848-860, February 2015.

S.J. Bauer, M. Lee, and W.P. Gardner, “Helium-Mass-Spectrometry-Permeameter for the Measurement of
Permeability of Low Permeability Rock with Application to Triaxial Deformation Conditions,” presented at the
ARMA 15-376, 49th US Rock Mechanics/Geomechanics Symposium, San Francisco, CA, 2015.
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Detecting Seasonal Changes in Permafrost using In Situ Seismic Velocities, Near-
Field Soil Moisture Monitoring, and Remote Sensing
171381 | Year 3 of 3 | Principal Investigator: R. Abbott

Project Purpose:

The Arcticis important to Earth’s climate system. In 2012, Arctic sea ice retreated the furthest

in recorded history, opening the Arctic to commerce, resource exploration, and national security
threats. The melting of Arctic ice also increases sea surface temperatures, which then leads to
increased storm severity around the globe. The melting of permafrost releases methane, which has
been locked in the frozen layers, potentially causing further increases in Earth’s temperature. Current
climate models do not have sufficient data to predict the impact these factors will have on climate.
The Arcticis not a homogeneous area in terms of precipitation, depth to permafrost, distance from
the sea, etc. Therefore, data need to be collected from a variety of areas (coastal, inland, high and

low precipitation, etc.). To effectively capture these data, remote sensing methods that can collect
accurate data over multiple scales are needed. These methods do not currently exist. Similarly,
precipitation in the Arctic is difficult to measure. Differentiating between falling snow vs. snow that is
being moved by the wind is essential for accurate water balances, but difficult to achieve in practice.

This project will apply recent advances in seismic research and soil moisture monitoring to the Arctic
for the first time. The data from those efforts will be coupled with remote sensing data originally
collected for national security purposes to determine if remote methods can be used to accurately
collect data for use in climate models. Although Sandia has performed research in each of these areas
in the past, this will be the first time that we will apply them to the climate arena. Since none of these
techniques have been deployed in the Arctic, there is a high level of risk for the project. Results from
this effort will contribute to a DOE Office of Science goal of improved understanding of Arctic water
budgets.

Summary of Accomplishments:

e The project successfully installed a seven-element seismic array at Poker Flat Research Range,
Alaska. The array was designed for near-autonomous data collection and telemetry. The harsh
conditions dictated engineering for cold, dark (no solar power), deep snow in winter, under
water in summer, and animal (large and small) activity. Site visits confirmed six of seven stations
weathered the winter seasons with no adverse effects. The seventh station suffered a power
failure unrelated to harsh conditions.

e Successfully acquired and analyzed three “ground truth” datasets: one Refraction-Microtemor
survey, one cross-borehole seismic survey, and multiple tile-probe surveys

e Successfully acquired and analyzed multiple satellite remote sensing data sets
e Acquired over 460 days of continuous seismic data

e Created or modified algorithms to compute horizontal-to-vertical spectral ratios (HVSR) and
compute seismic ambient noise cross-correlations

¢ Demonstrated that active layer thickness can be determined using HVSR. The HVSR can be
computed daily without costly site visits.

¢ Demonstrated that seasonal freezing and thawing signals can be seen in ambient noise cross
correlations

e Demonstrated that remote sensing data products (such as normalized difference vegetation
index and normalized difference snow index) are correlated with ambient noise and HVSR
results

e Determined that satellite image segmentation techniques can identify zones with potentially
similar permafrost characteristics

e Determined that the ambient noise at the recoding site is “diffuse,” a requirement for accurate
inversion results
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e Successfully inverted HVSR data for active layer depth. Results were consistent with ground
truth measurements, but suffered from a non-uniqueness problem.
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e Determined that ambient noise cross-correlations, while promising, do not have the time
resolution necessary during rapid freezing and thawing

Significance:

This project has shown that one can use seismometers to track seasonal signals caused by permafrost
freezing and thawing. No active source is needed, as the techniques work on everyday ambient
seismic noise. Commercial off the shelf equipment (digitizers, seismometers, etc.), as long as installed
in proper enclosures, can survive multiple seasons with few site visits, making the technique cost-
effective relative to current techniques. Satellite remote sensing was shown to be a promising adjunct
method to increase the footprint of the measurements to beyond just the seismic array aperture. The
results are anticipated to benefit multiple DOE missions as well as NOAA and the EPA.
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Determination of Aerosol Scattering Characteristics for Atmospheric Measurements
165669 | Year 3 of 3 | Principal Investigator: M. Arienti

Project Purpose:

This project targets some of the uncertainties in optical remote atmospheric measurements caused
by the inherently incomplete information on aerosol particles. We consider, in detail, two scenarios:
1) the scattering bias due to the preferential orientation of medium to large particles in flow with
gradients and 2) the inclusion of soot in ice crystals, which form a heterogeneous aerosol having a
large difference in the components’ refractive indices.

Preferential orientation of non-spherical particles is a previously unexplored topic from a scattering
perspective: we found a significantly different participation in radiative energy exchange depending
on preferential orientation, which therefore may bias remote sensing readings. We are also
addressing the mixing state of black carbon (BC) from soot with non-BC particles. As an individual
particle, BC is well known to be the major contributor of positive radiative forcing (warming).
However, since ice can act as a lens for BC, the role of BC-contaminated crystals is of growing interest,
particularly in the Arctic region.

We are also using state-of-the-art computational tools in a numerical hybrid approach. The discrete
dipole approximation (DDA) method is used to compute scattering and absorption of electromagnetic
waves by discretized particles of arbitrary geometry and composition. The calculations are
parametrized by crystal shape, percentage of BC inclusion, and type of BC aggregate. Because DDA
applicability is limited to very small particles, calculations are repeated in the geometric optics limit
(amenable to a ray-tracing approach) to identify trends common to the two size domains.

Summary of Accomplishments:

We have developed and published a four-channel polarization lidar concept for the detection of
preferential orientation of atmospheric particulates. There is evidence of preferential orientation of
aerosols depending on their size and the local turbulence intensity. We have developed an optimum
optical configuration for linear and circular polarized incident laser beams based on considerations of
data inversion stability and propagation of measurement uncertainties: the accuracy (theoretical) in
the retrieval of backscatter cross-sections and depolarization ratios is similar to conventional two-
channel configurations, but the bias due to particulate preferential orientation can be detected and
corrected.

After modifying a ray-tracing algorithm for modeling the optical properties of composite particles
of arbitrary shape, the study of the optical properties of ice crystals grown on soot was expanded
with backscatter measurements from the Cloud and Aerosol Spectrometer with Polarization. The
measurements, taken in the ice nucleation chamber at Texas A&M University, were used to validate
the predictions of the computer codes used in this project. The data set and numerical calibration
procedure that was developed are a first for this type of composite particle, by accounting for

the shape variability of the particles, a satisfactory qualitative agreement of calculations with
measurements was found.

An extensive parametric study over a broad variety of crystal shapes recovered the well known “lens
effect,” which magnifies the soot absorption cross-section even in very small volume percentages. The
study also found that this effect is over-estimated by internal mixing models that use the refractive
index of a homogenized sphere. This is an important finding, since this type of internal mixing model is
often used in climate prediction codes to calculate the radiative budget of the atmosphere.

Significance:

This project’s results contributed to a better understanding of the effects of cloud turbulence on
remote optical sensing and proposed a relatively simple optic augmentation (to four channels) of the
lidar sensors deployed by Sandia. The project also studied the optical properties of soot captured

in the atmosphere to form ice crystals: this element factors in the atmosphere’s radiative forcing

by soot and it is relevant to Sandia’s remote monitoring activity of atmosphere in the Arctic region.
Additionally, the results and methods are anticipated to benefit DOE’s missions in nuclear and energy
security, EPA mission areas, and DoD missions related to remote sensing.
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Fundamental Study of Disposition and Release of Methane in a Shale Gas Reservoir
173102 | Year 2 of 3 | Principal Investigator: Y. Wang

Project Purpose:

The boom in shale gas production through hydrofracturing may reshape the energy production
landscape in the US. However, one troubling issue related to shale gas extraction is the decline in
wellbore production by up to 95% over the first three years, with a recovery rate less than 10%.
Maximizing wellbore production and extending the production lifecycle are crucial to realize

the energy security benefits of shale gas. This effort has been hindered by a lack of mechanistic
understanding of gas disposition and release in shale gas reservoirs. Existing knowledge drawn from
conventional gas-oil reservoirs is not applicable to shale formations characterized by nanometer-
scale pore sizes and extremely low permeability. Gas in shale (mainly methane) exists as a compressed
gaseous phase or an adsorbed phase in nanopores, with the latter accounting for up to 85% of total
gas in place (GIP). We will perform an integrated experimental and modeling study to fundamentally
understand two important processes that directly control GIP in a reservoir and wellbore
production: methane partitioning in the nanopores of mudstone matrices and methane transport
from low-permeability matrices to fractures. We will first carefully characterize pore geometry and
pore-size distributions of representative shale samples. We will then measure methane sorption
isotherms, desorption kinetics, and transport properties on selected shale samples, either crushed
or intact, under simulated reservoir conditions, using our newly developed high temperature/high
pressure (HTHP) systems and microanalysis techniques. The data will be synthesized, using novel
nanogeochemistry and nanofluidics concepts and molecular dynamic simulations to establish needed
constitutive relationships for predicting and optimizing shale gas wellbore production. The project
will leverage Sandia’s unique expertise in material science, nanogeochemistry, HTHP geochemistry,
and high-performance computation capability. If successful, this work will advance research of shale
gas, particularly in areas related to nanogeoscience, as well as prediction of material behaviors in
extreme environments, greatly impacting DOE’s energy security mission.
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Imaging the Subsurface with Upgoing Muons
173101 | Year 2 of 3 | Principal Investigator: N. Bonal

Project Purpose:

The purpose of this project is to develop subsurface imaging using upgoing muons. Subsurface
imaging of underground structures, such as tunnels and caverns, is important to DOE missions related
to energy surety, nonproliferation, and border and infrastructure security. Muons are subatomic
particles produced in the upper atmosphere, which penetrate the earth’s crust up to few kilometers.
Their absorption rate depends on the density of the materials, including fluids, through which they
pass. Measurements of muon flux rate at differing directions provide density variations of the
materials between the sky and detector from those directions, much like a CAT scan. Traditional muon
imaging focuses on more prevalent downgoing muons, but requires below-target detectors—a major
obstacle to widespread use.

Exploratory work in the project’s first year demonstrated that upgoing muon fluxes appear sufficient
to achieve target detection within a few months. Work in the second year demonstrated that
low-density objects can be detected by muons—even when enclosed in high-density material like
lead—and even small changes in density (e.g., changes due to fracturing of material) can be detected.
Additionally, simulations show that muons can be used to image void space (e.g., tunnels) within rock.

Currently, muon tomography can resolve features to the sub-meter scale. However, their practical use
is uncertain because dependencies among resolution, duration of acquisition, density contrast, size

of the target, and distance between target and detector remain undefined. To widen the performance
envelope of muon technology, these parameters are being addressed through a combination of
modeling and experimental verification.



Sandia National Laboratories 2015 LDRD Annual Report

Methane Hydrate Formation on Clay Mineral Surfaces: Thermodynamic Stability
and Heterogeneous Nucleation Mechanisms
165668 | Year 3 of 3 | Principal Investigator: R. T. Cygan

Project Purpose:

We will develop a comprehensive understanding of the heterogeneous nucleation of methane
hydrates and their subsequent thermodynamic properties. This will lead to more effective methods
to extract subsurface methane (natural gas) from hydrates, and better control hydrate formation
associated with oil extraction (pipeline flow assurance, Gulf oil disaster). Methane hydrates, ice-like
water cages surrounding methane molecules, have the potential to play a huge role in our nation’s
energy security. Large untapped hydrate reserves exist in seafloor and Arctic sediments. A recent
US Geological Survey estimates 590 trillion cubic feet of methane hydrate—more than three times
the amount of natural gas—is located on the north slope of Alaska. The ability to utilize and control
hydrate reserves is currently hindered by a lack of fundamental understanding of the natural
environment’s impact on the stability and formation of methane hydrates, which are often found

in areas of clay-rich sediments. Most studies on hydrate nucleation and thermodynamic stability
have focused on homogeneous systems, whereas heterogeneous systems are found in nature and in
technical settings. The addition of nucleating mineral surfaces will impact the outcome of any study
performed, and will advance this field towards an improved knowledge base furthering our ability to
utilize hydrate-based fuel resources.

Heterogeneous nucleation and thermodynamic stability of methane hydrates is an understudied
phenomenon despite its critical energy security importance. Cutting-edge simulation methods using
Sandia’s supercomputers are required to address this challenge. Strategic experiments will both
validate and inform the simulations. The outcome of this project is a foundational and comprehensive
molecular and macroscopic understanding of heterogeneous hydrates, supporting DOE’s energy
security mission.

Summary of Accomplishments:

Heterogeneous nucleation of methane hydrates was examined using molecular simulation,
experimental bulk synthesis, and scanning-probe microscopy. Theoretical nucleation rates were
determined, using molecular dynamics simulations as a function of clay surface, represented by
hydrophobic and hydrophilic systems. Surface effects were quantified by monitoring cage formation
and induction time for nucleation events, as a function of distance from the surfaces. We have
completed ten independent simulations for each system in this study, representing sixty 1 ys-long
simulations. Various water potentials were evaluated using clay mineral-water simulations to
compare water structure and water diffusion behavior at the interface.

Controlled syntheses of methane hydrates were performed at 265-285K and 6.89 MPa to examine
the impact of montmorillonite surfaces in clay-ice mixtures to nucleate and form methane hydrate.
Results suggest that the hydrophilic and methane-adsorbing properties of Na-montmorillonite
reduce the nucleation period of methane hydrate formation in pure ice systems. X-ray diffraction
and Raman spectroscopy confirm the nucleation and growth of the synthesized hydrates. Methane
hydrates were also synthesized in a Raman spectroscopic cell that maintains the required pressure
and temperature for methane hydrate stability throughout the synthesis and Raman analysis. This
capability is crucial for characterizing temperature- and pressure-sensitive hydrates in situ. Raman
spectra collected confirm the presence of methane hydrates. A time-series scan, while warming the
cell, evaluated the melting of remnant ice in the cell, followed by methane hydrate decomposition,
demonstrating the sensitivity of the instrument and utility of this cell. Various kinetic pathways were
explored to produce methane or isobutene clathrates in an ultra-high vacuum apparatus at very low
temperatures. But, scanning probe microscopy indicates the formation of only ice.
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Significance:

Development of the foundational science underlying methane hydrate formation and stability directly
impacts DOE’s energy security mission. Researchers and engineers in the field can leverage this
information to design methods, catalysts, and inhibitors to more effectively, economically, and safely
extract methane as a cleaner fuel source alternative to crude oil. Knowledge of methane hydrate
stability impacts flow assurance in the extraction of oil resources, particularly in the Gulf of Mexico,
and understanding hydrate behavior is important for the safety of oil production facilities, which
tragically played out in the Macondo disaster in April 2010.

Refereed Communications:
K. Thiirmer, C.Yuan, G.A. Kimmel, B.D. Kay, and R.S. Smith, “Weak Interactions between Water and Clath-
rate-Forming Gases at Low Pressures,” Surface Science, vol. 641, pp. 216-223, November 2015.
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Monitoring, Understanding, and Predicting the Growth of Methane Emissions in the
Arctic
173100 | Year 2 of 3 | Principal Investigator: H. A. Michelsen

Project Purpose:

Concern over Arctic methane (CH) emissions has increased following recent discoveries of poorly
understood sources and predictions that methane emissions from known sources will grow as Arctic
temperatures increase. Methane has a 25-fold higher global warming potential than carbon monoxide
(CO) and is believed to cause ~50% of the net radiative forcing of CO. The calculated capacity of the
warming Arctic to produce methane is enormous, and the warming effect of CH could surpass that of
CO. Methane sources predicted to increase include: thawing terrestrial permafrost, shallow oceanic
methane hydrates, and submerged permafrost. Recent studies revealed an unexplained methane
source associated with cracks in sea ice and a potentially important open ocean source. A few
incomplete datasets are available to study. Arctic methane emissions, and new efforts, are required
to detect increases and explain sources without being confounded by the multiple sources. Methods
for distinguishing different sources are critical. We plan to conduct measurements of atmospheric
methane and source tracers and couple these measurements with global atmospheric modeling and
back-trajectory analysis to identify, characterize, and assess the climate impact of Arctic methane
sources. The unique data and analysis will address a timely and high profile scientific question.
Understanding Arctic methane sources will help inform decisions related to human activity (such as
oil and gas exploration) at high latitudes.

We will address uncertainties in Arctic methane sources and their potential impact on climate. We
will characterize methane sources using high-resolution atmospheric chemical transport models and
tracer measurements and will model the Arctic climate using the state-of-the-art high-resolution
Sandia’s Spectral Element Community Atmosphere Model. We propose leveraging the Sandia-
managed atmospheric research station in Barrow, Alaska to deploy newly developed trace gas
analyzers. This project incorporates inherent risk associated with the uncertainties in the novel use of
tracers and the complexity of inversions on multiple tracers in the Arctic. The results are expected to
benefit DOE energy and environmental missions, as well as government agencies such as NOAA and
the EPA.
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Polyfunctional Desorption of Oil from Shales
171069 | Year 3 of 3 | Principal Investigator: P.V.Brady

Project Purpose:
The objective of the project is to develop a first principles-based approach to predicting oil adhesion
to shales.

The S&T challenge is to understand the specific molecular adhesion mechanisms that control oil
movement in hydrofracked shales. Specifically, we need to identify the oil and solid surface groups
that control adhesion, and work out exactly how they respond to changes in fluid chemistry.

The key technical challenge is developing a mechanistic model linking electrostatic attraction and

oil wettability. This has not been done before because: 1) the industry had a poor understanding of
oil and mineral surface chemistry, 2) industry has instead focused on measurements that give non-
unique solutions and are plagued with artifacts—contact angle measurements and corefloods, and 3)
corefloods/contact angle measurements on low permeability, high surface area shales are particularly
difficult to perform/interpret. Also, corefloods conflate physical and chemical processes, obscuring
both.

We expect to get around the existing problems by developing the first-ever measurement technique
that unambiguously quantifies the chemical controls over adhesion, allowing us to then isolate the
contribution of physical processes. If successful, it will allow us to design hydrofracking fluids that
produce more oil from shales.

Summary of Accomplishments:

We developed a new way to measure oil adhesion and calibrated it against field cores from the middle
Bakken. We then used these measurements to test and refine a new model of wettability in tight
sandstones. In parallel, we designed a thermochemical analysis of fluid-mineral equilibrium in tight
formations, allowing us to predict pH and salinity evolution during hydrofracking. Combining the
wettability model and the thermochemical analysis allowed us to refine a method for altering frack
fluid compositions to recover more oil from tight formations.

Significance:

If our field test(s) succeed and we are able to commercialize the process, we should be able to
substantially increase the booked reserves of US oil companies that are fracking shales. This will
advance US energy security. It should also open up a whole new science of shale oil geochemistry and
put the US squarely in the lead this new research area.

Refereed Communications:
PV. Brady, N.R. Morrow, A. Fogden, V. Deniz, and N. Loahardjo, “Electrostatics and the Low Salinity Effect in
Sandstone Reservoirs,” Energy & Fuels, vol. 29, pp. 666-677, February 2015.
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Predicting the Occurrence of Mixed Mode Failure Associated with Hydraulic
Fracturing
173662 | Year 2 of 2 | Principal Investigator: S. J. Bauer

Project Purpose:

The objectives of this study are to 1) understand the nature of the extension to shear fracture
transition in fine-grained unconventional reservoir rocks and (2) develop a universal failure criterion
that is scalable by easily measured rock properties such as tensile strength, uniaxial compressive
strength, porosity, grain size, and composition. Using these properties and the in situ reservoir stress
state, the failure criterion can be combined with fracture mechanics to predict the mode of off-crack
failure, fracture orientation, and small-scale damage likely to occur during hydraulic fracturing.

In the project’s second year, seven water-saturated triaxial extension experiments were conducted
on four sedimentary rocks, making use of Sandia’s unique high-pressure geomechanics laboratory.
This experimental condition was hypothesized as more representative of downhole hydrofracture
than previously existing research, and thus it may improve our understanding of the phenomena.

In all tests, the pore pressure was 10 MPa and confining pressure was adjusted to achieve tensile
and transitional failure mode conditions. Using previous work in this project for comparison, the
law of effective stress is demonstrated in extension using this sample geometry. In three of the four
lithologies, no apparent chemo-mechanical effect of water is apparent, and in the fourth lithology
test, results indicate some chemo-mechanical effect of water.

Development of multi-physics models validated by sophisticated experiments and observations
presented a significant technical challenge; the complexity and integration of this approach to
develop a universal failure criteria provides the framework for this effort is used in the development
of a physics-based understanding/assessment of the rock failure process. The integrated experiment/
observation/analysis approach lays the foundation for improved understandings of the flow and
transport in rock response to stimulation, leading to increased resource production and recovery. The
work is in collaboration with Texas A&M University.

Summary of Accomplishments:

The stress-strain behavior and observations of deformed wet and dry Berea Sandstone indicate
similar material response (strength and ductility) and fracture characteristics; no chemical effect of
water is evident at these test conditions, and in this highly porous and permeable rock, the effective
stress principle appears to work.

The stress-strain behavior and observations of deformed wet and dry Carrara Marble indicate the
wet rock to be stronger than the dry rock, and for the wet rock to experience more strain at failure
than the dry rock. Here, in water-saturated extension conditions, we demonstrated experimental
evidence of “dilatancy hardening.” The water in the cracks and pores was unable to flow fast enough
during the imposed deformation rate to maintain an effective confining pressure as outwardly
monitored. Rather, as cracks were forming, the absence of a uniform pore pressure resulted in a
strengthening of the rock. This again supports documentation of the effective stress principal, butin a
negative way.

The stress-strain behavior and observations of deformed wet and dry Indiana Limestone indicate very
similar material response (strength and ductility) and fracture characteristics; no chemical effect of
water is evident at these test conditions, and in this highly porous and permeable rock, the effective
stress principle is again clearly demonstrated.

The stress-strain behavior and observations of deformed wet and dry Kansas Chalk indicate very
different material response (strength and ductility) and deformation/fracture characteristics. There
is the potential for chemical of water at these test conditions, and in this highly porous and low
permeability rock, the effective stress principle may come into play. The isopropanol test-being most
likened to the dry test in terms of strength, ductility, and fracture characteristics-indicates that the
water wet test results may be chemo-water impacted. The few wet tests on this rock beg for more
testing of this lithology.
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Significance:

This study documents test results upon water-saturated counterparts of a dry suite of tests in
extension. The experimental suite used advanced instrumentation and experimental methods,
wherein a specific sample geometry was used to measure the material behavior of a suite of
lithologies in extension. The lithologies chosen were representative of rock strengths of differing
strengths and ductility. The work provides rock-property characterization at in situ conditions,
demonstrating ways to manipulate material response. The work provides insight to in situ
permeability modification through fracture initiation. Finally, this study provides a glimpse of the
impact of pore-water and pore pressure upon rock behavior in extension.
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Self-Tuning Seismic Sensor Data Processing
180882 | Year 1 of 2 | Principal Investigator: T. J. Draelos

Project Purpose:

Data from seismic sensor networks are automatically processed to detect a variety of sources such as
underground explosions, volcanic eruptions, induced microfractures, road usage, footsteps, etc. The
quality of automatic detection depends on a large number of data processing parameters that interact
in complex ways. Researchers routinely perform studies to determine the optimal parameters. This
largely manual process is painstaking and does not guarantee that the resulting controls are the
optimal configuration settings. Yet, achieving superior automatic detection of seismic events is closely
related to these parameters.

We propose automated data processing parameter tuning by representing the problem as an optimal
control problem and solving it with machine learning (ML). We propose to develop automated sensor
tuning (AST) software that learns near-optimal parameter settings for each event type, using neuro-
dynamic programming (reinforcement learning) trained with historic data. AST learns to test the

raw signal against all event settings and automatically self-tune to an emerging event in real time.
The overall goal is to reduce the number of missed legitimate events and the number of false event
detections. Reducing false alarms early in the seismic pipeline processing will have a significant impact
on this goal. Applicable both for existing sensor performance boosting and new sensor deployment,
the completed project will provide an important new method to automatically tune complex remote
sensing systems. Systems tuned in this way will achieve better performance thanis currently possible
by manual tuning, and with much less time and effort devoted to the tuning process.

This project addresses the difficult problem of seismic sensor deployment. The innovative solution
to sensor self-tuning, posed as an optimal control problem, will extend current state of the art in
both seismology and ML. The project will have a fundamental impact on remote sensing and event
detection with a wide-reaching impact for many national security remote sensing applications,
including seismic, space, and imaging.
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Materials Science

R&D sponsored by the Materials Science Investment Area strives to discover new phenomena, to
create new classes of materials with novel synthesis techniques and processing approaches, and to
understand and control materials’ structures and properties. The goal is to foster a bold, vibrant,
ground breaking, materials science base of world-renown, which serves as the foundation for
developing the critical and differentiating technical capabilities that will be needed in the future to
support our national security missions.

Projects

Additive Manufacturing: Predicting the Performance and Reliability of Laser Engineered Materials.................. 126
Compliant Nanoepitaxy: The Next Materials Revolution 127
Creating a Novel Silicon Substrate for the MOCVD Growth of Low Defect GaN 128
Engineered Reliability via Intrinsic Thermomechanical Stability of Nanocrystalline Alloys 130
Harnessing Multiscale Periodicity of 2D-Crystals for Flexible Adaptable Broadband Optics 132
High Fidelity Modeling of lonic Conduction in Solids 133
Improved Mechanical Performance and Reliability of Radical-Cured Thermosets 134

In Situ Study of Surface-Mediated Explosive Degradation using Surface-Enhanced IR-Vis Sum Frequency

Generation 135
lon-Conduction Mechanisms in NaSICON-Type Membranes for Energy Storage and Utilization............cccceoueeuuu.. 136
LEEM-PEEM Studies of Localization Mechanisms in InGaN-Based Heterostructures 138
Microsensor Arrays for Energy Efficiency, Emission Monitoring and Explosives Detection 139
Molecule@MOF: A New Class of Optoelectronic Materials 140
Multi-Resolution Characterization and Prediction of Environmentally Assisted Intergranular Fracture............ 141
Multiscale Modeling of SMA Materials 142
Novel Cathode Materials for Large-Scale Electrical Energy Storage 144

Phonon Scattering at Mobile Ferroelastic Domain Walls: Toward Voltage Tunable Thermal Conductivity........145

MATERIALS SCIENCE

Predicting Growth of Graphene Nanostructures using High-Fidelity Atomistic Simulations 146
Predicting the Multiscale, Mechanical Response of Additively Manufactured Materials across a Wide

Spectrum of Loading Conditions 148
Programmable Nanocomposite Membranes for lon-Based Electrical Energy Storage 149
Room Temperature Solid State Deposition of Ceramics 151

12

N
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Scanning Ultrafast Electron Microscopy for Charge Carrier Lifetime Imaging with High Spatial Resolution.....152

Science-Based Design of Stable Quantum Dots for Energy-Efficient Lighting 153
The Development of a Novel AlIGaN Defect Detection, Localization, and Analysis Methodology.........cccccvvuneee.. 154
Tunable Quantum Dot Solids: Impact of Interparticle Interactions on Bulk Properties 156

Understanding and Overcoming Materials Challenges for AIN: A Scientific Foundation for Next-
Generation Power Electronics 158

Understanding Membrane-Nanoparticle Interactions: Implications for Developing Novel Medical
Therapeutics and Functional Materials 159

Utilization of Reactive Metal Films for Self-Healing Metal Matrix Composites 161
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Additive Manufacturing: Predicting the Performance and Reliability of Laser
Engineered Materials
180901 | Year 1 of 3| Principal Investigator: J. D. Sugar

Project Purpose:

The purpose of this project is to understand the relationship between the thermal history of an
additively manufactured component and its shape, microstructure, and properties. Our approach is to
use thermal imaging cameras during additive manufacturing (AM) builds to make in situ temperature
measurements that can then be used in multiphysics models to predict the final properties of a part.
AM processes are fundamentally different than conventional subtractive manufacturing techniques
because both the material fabrication and the final shaping process happen simultaneously.
Conventional subtractive manufacturing begins with a billet of material of known properties and
then removes material to obtain the appropriate shape. Because the near-net shaping processes
associated with AM rely on rapid solidification and large thermal gradients, AM parts are inherently
non-uniform in microstructure and properties and also contain residual stresses that cause undesired
variations in final dimensions. Our hypothesis is that the thermal history, measured at each point in

a part during manufacturing, and the resultant microstructural and property variations are highly
correlated; knowledge of one is predictive of the other. Thus, the thermal history measurements

and their associated variations with AM processing parameters provide the necessary information
needed to predict performance and optimize processing parameters for the design and function

of any AM-fabricated part. We are using: 1) diagnostic sensors that measure the thermal history
during manufacturing, 2) analytic microscopy and mechanical testing to characterize microstructure
and properties, and 3) finite element to mesoscale modeling to predict the evolution of properties,
residual stress, and microstructure during AM processing. Our ultimate goal is to deliver multiphysics
process models that can be used to optimize processing parameters and thermal history of AM parts
for their intended function. This study provides the first steps towards a fundamental understanding
of the immediate and long-term performance of AM parts, which is required for their use in high
consequence environments.



Sandia National Laboratories 2015 LDRD Annual Report

Compliant Nanoepitaxy: The Next Materials Revolution
180899 | Year 1 of 3 | Principal Investigator: S.R. Lee

Project Purpose:

Sandia’s pioneering contributions to lattice-mismatched semiconductor materials have seeded a
~40-year-long technology revolution in strained-layer-heteroepitaxial devices-devices that now
underpin optoelectronics-based telecommunication technology, strained-Si-based microprocessors,
and light emitting diode-based solid state lighting (SSL). While these achievements might suggest
that the zenith of strained-layer-materials R&D has passed, the cover-article of the February

2014 MRS Bulletin asserts exactly the opposite: the confluence of elastic-strain engineering and
nanotechnology places us instead at the beginning of a new era where nanostructured manipulation
of strain in 3D will yield revolutionary new materials solutions. However, emerging research in

this area often focuses on rapid application to devices, and not the fundamental materials science
understanding needed to fulfill this concept. We seek to fill this knowledge gap via in-depth
experimental and theoretical studies of compliant nanoepitaxy, focusing on nanostructure shape,
composition, strain, and defect content. The model system proposed for study comprises In(x)
Ga(1-x)N alloys grown on nanopatterned GaN. While these alloys promise efficient light emission
and absorption spanning all visible wavelengths, high-energy-efficiency materials operating at green
wavelengths and longer remain outside the reach of planar epitaxy because of extreme lattice-
mismatch strains on GaN substrates (dl/1=2.1-9.8% for x=0.2-1.0). Compliancy-based control of strain
enabled by nanoepitaxy could unleash the full energy-efficiency promise of these alloys by raising
indium compositions in the alloys while simultaneously eliminating materials defects. Project success
would advance our knowledge of nano-enabled strain engineering, thereby creating innovative
materials for applications in power electronics, photovoltaics, SSL, and beyond. The proposed
compliant-nanoepitaxy research is very low-technology-readiness work not addressed in existing
advanced-device development or systems-development programs elsewhere at Sandia. The research
is particularly well suited to Sandia because of its reliance on diverse scientific expertise and facilities
(Mesa-Fab, Mesa-Labs, and Redsky) rarely available within a single institution. The proposed work
will accelerate discovery in the emergent field of compliant nanoepitaxy.
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Creating a Novel Silicon Substrate for the MOCVD Growth of Low Defect GaN
168763 | Year 3 of 3 | Principal Investigator: A. A. Allerman

Project Purpose:

Conventional c-plane wurtzite gallium nitride (GaN) light emitting diodes (LEDs) suffer from many
problems, including wavelength shift, poor efficiencies at long wavelengths, and efficiency droop.
Strong piezoelectric polarization leads to poor carrier overlap and, thus, low recombination rates. To
counter this effect, narrow quantum wells (QWs) and high carrier concentrations are required. These
together are also thought to cause enhanced non-radiative Auger recombination, which could explain
performance droop. One solution is to grow along the non-polar m- or a-axes of wurtzite. However,
for decent quality, such orientations require rare and expensive bulk GaN. Instead, we opt to develop
GaN in its non-polar cubic phase. We use micropatterned conventional Si (001) substrates to grow
cubic GaN by metalorganic vapor phase epitaxy. The bandgap of cubic GaN being less than wurtzite
should allow for longer wavelengths with less indium. We have successfully grown and fabricated a
first set of cubic LEDs using wurtzite device structures. In the absence of polarization, we propose

to develop wide, single QW LED structures. To characterize the LED, we will remove the opaque Si
substrate and device-fabricate using a flip-chip method we developed for this purpose. Ray trace
modeling of the structures suggests increased light extraction efficiency. We have evidence that
higher indium incorporation will be possible in such structures also, and we will employ it to achieve
longer wavelength LEDs in the yellow and red. To monitor progress towards dislocation avoidance at
long wavelengths, we will characterize stress and strain evolution of the microstructured system.

Theoretically, cubic GaN should be an ideal material for LEDs, but little has been verified
experimentally. It is our goal to test the theory in the methods described above. This will vet cubic
GaN as aviable alternative for non-polar GaN LEDs.

Summary of Accomplishments:

GaN and gallium indium nitride (GalnN) has successfully been grown by metal organic vapor phase
epitaxy (MOVPE) on micropatterned Si, including stripes with up to 1 um width with reduced

size of parasitic polycrystalline GaN grains. Cubic GaN with wide GalnN (3, 6,9, 12, 15, 30 nm)
single quantum well (SQW) structures have successfully been grown and peak wavelengths via
photoluminescence (PL) of 520 to 570 nm have been achieved.

Cathodoluminescent (CL) studies show that the cubic GalnN contributes the highest intensity
emission and dominates the PL signal. Furthermore, we compare photoluminescence intensity at 77

K and 296 K to arrive at an upper limit of the internal quantum efficiency (IQE) that we estimate to

be 50%. The high IQE combined with mode confinement within the stripe motivate the use of cubic
GalnN micro stripes for lasers diode structures. CL also shows that the cubic GalnN emits, on average,
at wavelengths 26 nm longer than wurtzite (1-101) and 40 nm longer than polycrystalline GalnN
grown under the same conditions. Associating peak PL and CL wavelengths with bandgap energy and
applying bowing parameter theory and experiments from literature we estimate the InN fraction in
our cubic GalnN to between 0.00 and 0.48. Cubic LED fabrication has proceeded with a thin-film flip-
chip model and green, wavelength stable electroluminescence has been recorded.

X-ray diffraction (XRD) studies revealed that the cubic GaN is under asymmetric biaxial tensile stress
due to the growth confinement within the 1D stripe geometry. The cubic cell is strained nearly 30
times more in the direction of the grooves than across the grooves. This strain is thought to cause
polarized light emission from the GalnN SQW by strain induced valance band splitting. A polarization
ratio between 0.2 and 0.4 has been measured for the cubic GalnN emission.
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Significance:

The cubic phase of GalnN grown on micropatterned Si (001) offers the ability to integrate LEDs,
lasers, or power electronics on the same wafer as silicon complementary metal oxide semiconductor
technology. Asymmetric biaxial strain causes a break in degeneracy within the valance band that
should result in lower inversion thresholds for the achievement of stimulated emission in a laser
diode. This break in degeneracy combined with high IQE, long wavelength emission, and easy
cleaving of the stripes to form mirror facets make cubic GalnN microstripes an optimal platform for
laser development. Such lasers could offer full spectrum illumination with high frequency switching
capabilities.

An inexpensive, easily processed Si substrate for GaN LEDs would allow solid state lighting to
compete with incandescent lighting. For the Department of Defense, LED lighting would reduce the
weight carried by personnel as well as their vehicles. This work may benefit DOE energy security and
DoD national security missions.
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Engineered Reliability via Intrinsic Thermomechanical Stability of Nanocrystalline
Alloys
180900 | Year 1 of 3 | Principal Investigator: B. Clark

Project Purpose:

Nanocrystalline metals have demonstrated clear advantages in strength, wear resistance, and fatigue
tolerance over commercially available structural alloys. However, existing nanostructured alloys
remain impractical for mission critical applications primarily due to their propensity to undergo rapid
microstructural evolution upon application of thermal or mechanical load (even at room temperature).
This microstructural evolution renders them unreliable and precludes fabrication in bulk forms.

We have identified a novel approach to alloy design that renders certain binary alloys intrinsically
stable, resulting in a new class of alloys inherently impervious to abnormal thermal environments,
large cyclic thermal stresses, and loss of wear-resistance in electrical-tribological components.
Recently, several groups have proposed models for stabilization of binary nanocrystalline alloys,

and they have independently confirmed profound thermal stability: nanocrystalline grain size is
maintained after weeks at 1100 °C (Massachusetts Institute of Technology, W-Ti), or after hours

at 97% of melting (Army Research Lab, Cu-Ta)! In the MIT model, grain boundary stabilization via
segregation of immiscible solute creates a localized thermodynamic equilibrium that eliminates

the driving force for grain growth. While there are important energetic distinctions between the
different models for stabilization, they all disregard the destabilizing role of mechanical loading. The
remaining scientific mystery to be unraveled is the interplay between mechanical stress/strain and
grain boundary motion in the context of a segregation-stabilized nanocrystalline alloy. We propose to
establish this link, initially focusing on alloys for electrical contacts (applicable to many components of
interest). Such permanently stable alloys are broadly transformative, potentially addressing problems
from transportation lightweighting to power electronics.
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Engineering Bioelectronic Signal Transduction using the Bacterial Type Ill Secretion
Apparatus
173670 | Year 2 of 3 | Principal Investigator: D.Y. Sasaki

Project Purpose:

Engineering efficient methods for living systems to transfer electrical energy to non-living systems,
at relevant size scales, continues to challenge our knowledge of materials and biology. Our goal is to
enable signal transduction between cells and inorganic materials, using controlled electron transport
as the energy transfer mechanism. We envision using the cell as a living battery, providing a set of
environmental signals to trigger synthetic biological networks that divert intracellular electron
transport pathways to inorganic extracellular structures. Conversely, changing electron influxes could
guide cellular responses. It is challenging, however, to precisely engineer nanostructured materials

to achieve controllable catalytic or electronic properties and connect them with biological energy
sources. Our approach to this problem is to engineer protein scaffolds, taking advantage of the native
recognition, selectivity and self-assembly properties of these nanoscale building blocks as well as
their native intracellular localization patterns. We are using a type Il secretion system (T3SS) needle
protein from Salmonella enterica, Prgl, as a template for metal nanowire synthesis for biosensing

and bioenergy applications. Our strategy is transformative as there are few examples of devices that
interface live cells with micro/nanocircuitry to extend the native functionality of biological systems.
The work is in collaboration with University of California-Berkeley.

We seek to develop the groundwork for directly interfacing living cells with microsystems as potential
areas of interest for external agencies (e.g., DTRA, EPA, BES). Successful research could revolutionize
the integration and electrical connectivity of biological tissue with synthetic materials, directly
impacting Sandia research missions in biodefense and remote surveillance.
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Harnessing Multiscale Periodicity of 2D-Crystals for Flexible Adaptable Broadband
Optics
173124 | Year 2 of 3 | Principal Investigator: T. E. Beechem, lll

Project Purpose:

The library of isolated 2D crystals grows daily. Beyond graphene, atomically thin nitrides, oxides, and
transition metal dichalcogenides (e.g., MoS,), along with many others are now available and routinely
stacked to create hybrid 2D-solids. Importantly, when 2D crystals are combined, properties change.
The mobility of graphene, for instance, is greatly improved when overlaid on hexagonal boron nitride
(hBN). Similarly, arbitrarily stacked graphene transforms from a broadband to bandpass optical
absorber. Such changes occur because of interactions between atomic layers. These interactions
take place over a new, larger scale (100s of A), periodicity manifested by the moiré superlattice that
evolves between the layers. Combined with the intrinsic atomic periodicity (~1A), a moiré potential
hybridizes the electronic bandstructure of the entire system. Leveraging the interlayer interactions
and the resulting multiscale periodicity provides, therefore, a means to create new 2D solids

having tailored and engineered properties. Realizing this possibility, however, rests on fundamental
understanding linking interlayer interactions, the interplay of differing length scales of periodicity,
and the original properties of each 2D crystal. We pursue this fundamental understanding to develop
new optical materials impacting a broad spectral range that exhibit operational adaptability and
mechanical flexibility. Specifically, while understood theoretically and demonstrated experimentally,
the interplay of 2D-solids, interlayer interactions and multiscale periodicity, has neither been
examined systematically nor leveraged purposely. This is our objective. Specifically, we seek to
demonstrate new interlayer 2D phenomena in order to highlight its potential for application.
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High Fidelity Modeling of lonic Conduction in Solids
173121 | Year 2 of 3| Principal Investigator: F. P. Doty

Project Purpose:

Our purpose is to develop a hybrid transport model to understand aging in the semiconductor, TIBr.
This material is a high atomic number semiconductor, which could enable an order of magnitude
improvement in photopeak sensitivity over CdZnTe gamma spectrometers if aging of the material can
be mitigated.

Prior ionic conduction models for TIBr are restricted to point defect diffusion in perfect crystals, and
fail to predict observed macroscopic changes under electric fields (aging). This work is the first to
consider field-driven migration mechanisms, interaction of mobile charged defects with extended
defect networks, and the evolution of these networks causing permanent changes in structure and
properties.

The approach combines high fidelity interatomic potentials with an electrostatic force model derived
from density functional theory (DFT). lon transport and structure evolution will be directly studied
with molecular dynamics (MD) simulations using a novel variable charge model that captures the
electric field induced forces on atoms. Innovative, enabling concepts include: 1) dedicated models to
independently treat interatomic potential and variable charge effects both simplifies the method and
improves accuracy, 2) use of electrostatic forces, rather than charges, solves the problem in previous
models that atomic charges are ill-defined in DFT due to distributed electron density, and 3) our
novel analytical variable charge model significantly improves calculation efficiency over literature
numerical variable charge models.

This project develops tools to understand aging of ionic conductors. Prior work focused on atomic-
scale defect diffusion, and addressed neither ion drift, nor interactions with large-scale disorder,
which can evolve and cause permanent changes in material properties. The new approach will enable
realistic understanding of transport and aging, and will be applicable to a range of important systems.
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Improved Mechanical Performance and Reliability of Radical-Cured Thermosets
180902 | Year 1 of 2 | Principal Investigator: E. M. Redline

Project Purpose:

This research uses a novel approach to improve mechanical and fracture properties of chain-
polymerized thermosets by increasing network homogeneity. Typically, enhancement of mechanical/
fracture properties of these materials is achieved using additive particles. However, recent research
suggests that this particular class of thermosets is less receptive to additive toughening because of

a poorly developed network structure-a result of the crosslinking chemistry. Thus, we propose by
improving network homogeneity, we can improve mechanical and fracture performance of the neat
materials and also those toughened using traditional additive strategies.

Controlled radical polymerization (CRP) has been demonstrated to reduce heterogeneity in
chain-polymerized thermosets and will also be utilized in this research. However, the amount of
heterogeneity has not yet been quantified and the degree to which this parameter contributes to
desired mechanical and fracture properties are unknown. We will take a two-pronged approach

to this problem by experimentally measuring network homogeneity as well as glass transition
temperature, elastic modulus, fracture toughness, and crack speed in filled and unfilled materials.
Models will be correlated to the measured properties and used as guidance to create materials where
enhanced mechanical stability and reliability are important. Further, the success of this project will
allow UV-curable thermosets to be used in place of thermally cured/post-cured epoxies, thereby
eliminating problems from thermal expansion mismatch. UV-curable systems could also facilitate
manufacturing/production ease and reduction in cure time, opening these thermosets to new
applications and existing needs in nuclear weapons, coatings, encapsulants, potting materials, and/or
underfills.

We propose to develop tough, reliable, radical-cured coatings/encapsulants that do not require
long-time or elevated temperature curing/post-curing. This project will create novel materials based
on fundamental polymer science. The relationship between network heterogeneity and fracture
properties is poorly understood; the combined experimental and computational work proposed
herein can be leveraged to foams and polymer degradation.
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In Situ Study of Surface-Mediated Explosive Degradation using Surface-Enhanced IR-
Vis Sum Frequency Generation
173118 Year 2 of 3 | Principal Investigator: D. Farrow

Project Purpose:

Degradation of explosives at the bridgewire/explosive interface, where the bridgewire initiates
detonation by plasma induced shock, is known to change component performance. It has been
observed that losses of <1% of total material in a bridgewire detonator can change function time and
substantially reduce component lifetime. Two proposed mechanisms are: 1) low levels of ionizing
radiation generate free electrons in the bridgewire that cleave a N-O bond in the explosive at the
bridgewire interface and 2) chemical reactions at the metal interface (e.g., corrosion) bringing reactive
species in contact with the explosive. Furthermore, products of explosive degradation may also
corrode the bridgewire. No tool currently exists for in situ identification of short-lived intermediates
at a buried interface. Current methods are only sensitive to bulk material (Raman), cannot access the
organic/metal interface (mass spectroscopy), or cannot detect species in low concentration (IR-Vis)
sum-frequency generation (SFG).

We will build a novel platform to directly observe low concentrations of reactive species at buried
organic/metal interface for the first time. We will improve on the state of the art by: 1) using
heterodyne SFG to increase detection sensitivity, 2) using the nanostructure/film interface as a
model for the explosive/bridgewire interface, and 3) exposing it to reactive stimuli and then probing
surface mediated reactions in situ. If successful, we will make the first direct observation of reactive
intermediates driving ionization and corrosion-mediated aging at the explosive/bridgewire interface.

This project will create a novel capability for in situ characterization of organic material aging
within a few monolayers of a metal interface to identify intermediate species with life times of a few
picoseconds at room temperature. If successful, we would be one of a handful of groups worldwide
using this technique to explore the surface chemistry of energetics.
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lon-Conduction Mechanisms in NaSICON-Type Membranes for Energy Storage and
Utilization

165694 | Year 3 of 3 | Principal Investigator: A. H. McDaniel

Project Purpose:

Next-generation metal ion-conducting membranes are key to developing technologies like batteries,
fuel cells, and even technologies for remediating radioactive waste. Metal-air batteries will enable
grid-scale electrical energy storage, and thus facilitate the integration of renewable sources into
the US energy infrastructure. NaSICON-type materials (sodium super ionic conductor) are a class of
compounds with AM,M_(PO,), stoichiometry where the choice of “A” and “M” cation varies widely.
This work is focused on Al and Si derivatives of NaZr,P,O,,. Other than stoichiometry, the defining
feature of NaSICON is a 3D crystallographic framework containing interconnected channels within
which mobile ions are transported. Progress in the design of NaSICON with optimal ion mobility
and chemical stability is currently mired by heuristic approaches that probe the enormous array of
possible material compositions available to NaSICON. A comprehensive molecular-level picture of
the factors that influence ion conduction is missing.

The objective of this project is to analyze transport chemistry using a combination of operando
studies of structure, composition, and bonding, combined with first principles theory and modeling, to
develop an atomistic understanding of mechanisms that give rise to and influence ionic conductivity.
Synchrotron-based x-ray diagnostics will probe the electronic structure of well-controlled, model
NaSICON films while in operation (i.e., conducting Na ions under an applied field). First principles
theory and modeling will be used to interpret the experimental observations and enhance
understanding of atomistic processes. This combination of novel experimental methodology and
theory is innovative and represents a holistic approach to understanding ion conduction in NaSICON.

Summary of Accomplishments:

The objective of this project was to analyze transport chemistry in NaSICON materials using in situ,
synchrotron-based x-ray diagnostics and density functional theory (DFT). We devised a method

for synthesizing NaSICON thin films using chemical solutions. Depending on the stoichiometry and
annealing temperature, various film textures, ion conductivities, and phase impurities were obtained.
In general, Na+ ion conductivity in the Al- and Si-substituted variants of NaZr,P,O,, (NZP) was much
higher than the baseline material.

We deployed an experimental platform for x-ray Raman measurements at Stanford Synchrotron
Radiation Lightsource (SSRL) and a custom fluorescence yield detector at the Advanced Light

Source (ALS). We tested the feasibility of using hard x-ray Raman spectroscopy to overcome spectral
interference from molecular O, and H,0O, we collected in situ soft X-ray absorption spectroscopy
(XAS) on O and Na atoms for NaZr P,O,,,Na,, Al ,.Zr, .P.O,,and Na, Zr,Si P, O,, thin films
under partial pressures of O, and H,O at elevated temperature. We tested the efficacy of using
transmission electron microscopy high resolution electron energy loss spectroscopy (TEM HREELS)
to supplement the information provided by XAS, and ultimately discovered that Al and Si substitution

into NZP has a significant effect on the local bonding environment for Na and O atoms in the lattice.

We applied DFT to interpret the experimental observations and provide a critical link to atomistic
processes that underpin and influence ion transport. Electronic structure models for our NaSICONs
were derived from alloying and relaxing known structures. We formulated a methodology for
applying a parameter-free, ab initio physics code for predicting XAS in heterogeneous systems

and used this to validate DFT models. We found agreement between DFT and experiment for Na+
conduction energetics (i.e., activation energies), and that the diffusion barrier is very sensitive to
lattice constant and ion channel size. Given this, we now have the ability to theoretically formulate
appropriately chosen substitutional defects that could considerably increase ion conductivity in
NaSICON.
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Significance:

The development of highly functional, high-performance materials having novel properties that
enable efficient energy storage, energy utilization, or sustainable manufacturing directly supports
DOE missions to transform energy technologies by 2020. Specifically, improved sodium air batteries
that are scaled appropriately for grid-level storage can facilitate the expansion of renewable power
generation. NaSICON can also be used to develop technologies for recovering metal ions from

low activity waste. DOE'’s science mission was enhanced by the close coupling of theory to novel
enhanced diagnostics, as well as supporting research directed toward discovering new materials using
laboratory facilities such as the synchrotron centers.
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LEEM-PEEM Studies of Localization Mechanisms in InGaN-Based Heterostructures
165692 | Year 3 of 3 | Principal Investigator: T. Ohta

Project Purpose:

Scientificinsight is crucial for improving the efficiency of optoelectronic devices that target energy
mission needs. An example is InGaN light-emitting diodes (LEDs) for energy efficient solid state
lighting (SSL). A key fundamental question is: why do blue emitting InGaN alloys have high radiative
efficiency despite having threading dislocation (TD) densities that quench light emission in traditional
semiconductors? It is hypothesized that structural and compositional inhomogeneities localize
carriers away from crystalline defects, but the nature and degree of localization, its correlation
with defects, and its dependence on composition are controversial. The nanoscale properties that
influence carrier localization may also contribute to long-standing (~15 year) roadblocks to high-
efficiency SSL, including the “green-yellow gap” in LED efficiency (where the efficiency of InGaN
degrades at longer wavelengths) and the “efficiency drop” observed for InGaN LEDs operated at
high currents. To circumvent these roadblocks, we propose the implementation of spectroscopic
low-energy electron microscopy-photoemission electron microscopy (LEEM-PEEM) on test device
structures as a new approach to reveal key structure-property relationships vital for understanding
the carrier localization mechanisms impacting efficiencies.

We will use spectroscopic LEEM-PEEM to probe the surface potential, occupied electron density of
states (DOS), and alloy composition of InGaN alloys with micro- to nano-meter spatial resolution.
Combined with controlled growth studies, time-resolved optical spectroscopy, and detailed
modeling of as-grown surface morphology/composition, these studies will enable unprecedented
insight into the connection between microscopic/nanoscale materials properties and efficiency
limitations of InGaN LEDs. An elusive correlation among defect density, structural and compositional
inhomogeneities, and carrier localization is a long-lasting fundamental question.

Summary of Accomplishments:

We examined the surface electronic structure and its local variation in the vicinity of TDs in InGaN
multi-quantum wells capped with a thin GaN layer using low energy and photoemission electron
microscopy in our approach to understanding the high radiative efficiency in blue emitting InGaN
heterostructures.

Significance:

Our goal was to discover fundamental relationships between submicron/nanoscale structure and
optoelectronic properties in InGaN. The insights and advanced capabilities gained from this project
would enable multiple national security and energy security technologies that employ IlI-nitride
materials. We demonstrated the use of LEEM-PEEM in a non-traditional approach for understanding
energy mission related materials and devices. We anticipate that this approach has further
adaptability for improving the understanding of photovoltaic device efficiency limitations.
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Microsensor Arrays for Energy Efficiency, Emission Monitoring and Explosives
Detection
180835 | Year 1 of 2 | Principal Investigator: F. H. Garzon

Project Purpose:

The purpose of this project is to develop ceramic electrochemical multi-sensors, integrated on a

chip, which will sense gases such as carbon monoxide, hydrocarbons, sulfur dioxide, and nitric oxide
emissions. These gases are emissions that result from the combustion of hydrocarbon fuels and

are regulated by the US EPA and other international regulatory organizations with more stringent
standards being enforced in the 2017 Europe and EPA Tier lll regulations. Dynamic measurement

of emissions is essential feedback for optimizing combustion efficiency while minimizing emissions.
Cost-effective control and monitoring of these species requires new sensing technologies as
traditional spectroscopic and/or chromagraphic methods are expensive, and are often unsuitable for
continuous unattended operation. The aforementioned molecules are also decomposition products of
most explosives and provide unique signatures for their identification. The solid state electrochemical
devices generate a signal that is proportional to the concentration of the gas species. Unlike liquid
electrolyte based sensors, they exhibit excellent stability and solid electrolyte sensors can operate at
elevated temperatures (400-800 °C), thus making them excellent candidates for in situ applications.
The multi-sensor arrays detection principle is based on differential electrocatalysis and will produce
a voltage signal proportional to concentration. The devices will measure combustion emission gases
and the decomposition products of the pyrolysis of nanoparticles and molecules of explosives. The
development of these devices will require significant cross disciplinary expertise in electrochemistry
and materials science, the lithography of mixed conducting oxides and solid electrolytes, and the
successful design of robust microsensor arrays.
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Molecule@MOF: A New Class of Optoelectronic Materials
180898 | Year 1 of 3 | Principal Investigator: A. A. Talin

Project Purpose:

The principal purpose of this project is to determine the factors controlling charge and energy
transport in a new class of hybrid organic-inorganic materials called metal-organic frameworks
(MOFs) and how can they be manipulated to create materials with unique and/or record performance.
Achieving this goal will enable future generations of mission-specific conducting MOF materials to
be developed. New insights into the broader problem of conductivity in organics will also be gained,
which lacks scientific consensus. Synthetically tunable optoelectronic materials are a long-standing,
but elusive, technological goal. Inorganic semiconductors have outstanding properties, but limited
synthetic flexibility; organic polymers offer chemical tunability and low-cost fabrication, but have
poor mobility and long-term stability. In this project we are probing the fundamental mechanisms of
charge and energy transport in MOFs, as well as exploring applications such as room temperature
thermoelectrics, that can take advantage of the unique properties of these novel materials.
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Multi-Resolution Characterization and Prediction of Environmentally Assisted
Intergranular Fracture
173116 | Year 2 of 3 | Principal Investigator: R. A. Karnesky

Project Purpose:
The purpose of the project is to create a multiscale/multi-physics model in order to predict
environmentally assisted intergranular fracture.

Material fracture in the US costs over $119 billion annually. Environmental influences such as
hydrogen, irradiation, and high temperatures render ductile alloys susceptible to brittle fracture.
Unexpected component failures lead to unacceptable consequences such as the release of hazardous
chemicals. These failures impact gas transfer systems, hydrogen for transportation, and nuclear
power generation and waste storage.

At present, however, most procedures for managing materials in harsh environments rely on
extensive experimental databases in the form of empirical crack growth equations and are
implemented into structural analysis codes. These procedures cannot be reliable without thorough
experimental data because of complex interactions of environmental influences with deformation
mechanisms and microstructure. Our validated computational capability will move us beyond the
empiricism of current methods.

Our framework couples simulations and unique experimental techniques at multiple length scales.
Applying this coupling to a thoroughly understood material, the resulting model can predict transient
fracture resistance. Deliverables open new core capabilities needed by Sandia and the DOE for
interpreting effects of environmental variables and their interactions with microstructure.

Our grain-level model, validated by mechanical tests, is based on the Material Point Method, and
integrates features from kinetic Monte Carlo and phase-field coupled with crystal plasticity. It is
informed by atomistic models and experiments. Modeled grain boundary chemistry and cohesion
will be validated by transmission electron microscopy (TEM) and atom-probe tomography. Active
mechanisms observed during in situ TEM will be compared to molecular dynamics. This coupled
approach is needed for predictive capabilities.

There is no successful predictive fracture model and additional basic science is needed to achieve
this. Further, we leverage a well-understood face-centered metal rather than the complex materials
engineers are using now. When successful on this model system, engineering groups will extend our
results to tackle other alloys.
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Multiscale Modeling of SMA Materials
166636 | Year 3 of 3 | Principal Investigator: T.E. Buchheit

Project Purpose:

Shape memory alloys (SMAs) have the unique ability to recover aremembered shape via a
temperature induced phase transformation. This phase transformation in this class of materials can
be exploited in different ways to produce several unique and useful behaviors. To pursue research

of mutual interest to both Texas A&M and Sandia, we propose to focus on two areas for SMA
investigations: 1) a general purpose SMA constitutive model development and implementation into
Sandia’s Sierra/Solid Mechanics finite element code framework and 2) investigation of nano- and
microscale phenomena and hybrid SMA composites currently under investigation at Texas A&M.
The constitutive model development at Sandia addresses short-term needs regarding development
and use of wide hysteresis Ni-Ti-Nb SMA and longer-term needs regarding development of high
temperature SMAs. The hybrid SMA-MAX phase ceramic (e.g., Ti,AIC, Ti_SiC,) composite will be
used as an example material system for the nano- and microscale phenomena portion of the project
conducted primarily at Texas A&M University. The focus of the two-part research effort addresses the
broader objective of developing a framework applicable range of high-performance material systems
whose deformation behavior is governed by complex micromechanical mechanisms. Such tools are
needed to address both current and future engineering problems facing both institutions.

Aside from the Ni-Ti-Nb locking ring application, SMAs are still under development for national
security applications. Fundamental research, particularly on the high temperature version of these
alloys, is still required before devices using these materials can be developed.

Summary of Accomplishments:

Accomplishments through this effort have been made in two key areas: constitutive modeling

and composite micromechanics. First, with regard to constitutive efforts, SMA models have been
successfully added to the Sierra/SM LAME materials library. The developed implementations

have been verified through different test problems and used to analyze various experiments and
structures of interest to Sandia. Secondly, a MAX phase constitutive model has been developed
capable of capturing three distinct mechanisms: recoverable kinking, irrecoverable deformations
and damage associated with permanent kink band formation, and plastic slip in non-aligned grains.
Such a coupled formulation is the first model capable of describing all of the observed characteristics
of the macroscopic response. This theoretical model was implemented in a 3D subroutine using

an implicit return mapping approach considering the coupling between the multiple yield surfaces
associated with each mechanism. The developed model was used to analyze recent experimental
results. Predictions of these experiments showed good agreement. Importantly, by considering the
contribution of different mechanisms, it was demonstrated that both the permanent kinking and
plastic slip mechanisms were needed to produce open hysteric first cycles experimentally observed.

In addition to the constitutive efforts, the micromechanics of inelastic SMA-based composites have
also been studied. Two approaches were undertaken-analytical investigations using mean-field
micromechanical approaches and simulation of realistic microstructures. These two tracks were used
in conjunction to consider the effect of different inelastic mechanisms (and combinations thereof)

on the effective response. Special attention was paid to identifying changes in the thermal cycling
behavior and the interaction of recoverable and irrecoverable mechanisms in developing residual
stresses in the composite. The impact of different microstructural features and inelastic properties
were considered. In the case of SMA-MAX phase composites, it was shown that the permanent
deformations of the latter dominated the effect of the recoverable.
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Significance:

First, the implemented SMA model has been used to support the analysis of various Sandia
engineering parts. Continued development of those models provides a unique capability for
subsequent efforts. The formulation and implementation of the MAX phase model represents a new
capability both at Sandia and in the broader scientific community. Efforts toward understanding

the theoretical and numerical coupling aid the development of other models. Finally, the composite
studies have studied the interactions of multiple complex constituents and sought ways to develop
structure-property correlations for this and other novel multiphase inelastic materials and
composites.

Successful development of modeling tools through this work will allow for new material systems
(specifically systems utilizing SMASs) to be designed and optimized to meet the needs of various
challenging engineering and materials reliability problems.

Refereed Communications:
B.T. Lester, T. Baxevanis, Y. Chemisky, and D.C. Lagoudas, “Review and Perspectives: Shape Memory Alloy Com-
posite,” Acta Mechanica, vol. 226, pp. 3907-3960, 2015.
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Novel Cathode Materials for Large-Scale Electrical Energy Storage
177964 | Year 2 of 3 | Principal Investigator: D.F. Sava Gallis

Project Purpose:

The purpose of the project is to develop novel materials for large-scale electrical energy storage.
Alternative approaches are needed to address the limitations of state-of-the-art materials, which
have modest cycle life and efficiency (lead acid batteries), low charging rates and efficiency (Na-S, Na-
metal halide), and prohibitive costs (Li-ion batteries). In order to attain both fast cycling and enhanced
storage capabilities, we are focused on implementing metal-organic frameworks (MOFs), a class of
materials virtually unexplored in the large-scale energy storage arena. MOFs are inherently highly
porous, and therefore, fast ion insertion and removal during cycling can be achieved. Additionally,
multi-electron transfer is possible due to the hybrid inorganic-organic nature of these materials.
Since both the metal and organic ligand can be redox-active, this can lead to higher energy storage
per gram of material. Emphasis is placed on establishing: 1) a methodology to successfully fabricate
MOFs-based coin cells batteries capable to run over hundreds of cycles and 2) the structure-function
relationship in these systems through the fundamental understanding of the mechanism for ion
insertion/extraction, correlated with the electrochemical performance. This project is uniquely
designed to be successful via a multidisciplinary approach of materials synthesis and characterization
and battery design and testing expertise.
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Phonon Scattering at Mobile Ferroelastic Domain Walls: Toward Voltage Tunable
Thermal Conductivity

173117 | Year 2 of 3 | Principal Investigator: J. Ihlefeld

Project Purpose:

The challenge addressed in this project is an ability to actively modify thermal conductivity in a solid
state material over a broad temperature range using non-mechanical stimuli, which has been an
elusive technological goal. If successful, this will enable active and low-power thermal emission and
heat control. To date, altering thermal conductivity in a material at non-cryogenic temperatures has
only been achieved by applying a mechanical strain, by traversing a narrow phase transition, or by
changing the physical dimensions of the material itself. The solution proposed in this project is to
develop a means to achieve voltage tuning of thermal conductivity by harnessing mobile coherent
interfaces (domain walls) in ferroelectric materials to scatter heat-carrying phonons. By adjusting
domain wall spacing to be smaller than the phonon mean free path through preparing thin films,
phonon-domain wall scattering becomes the dominant mechanism leading to manipulation of thermal
conductivity. Electric fields can alter the configuration and density of these interfaces and will result
in tuning of thermal conductivity. We will study Pb(Zr,Ti)O, thin films where domain wall type and
density can be deterministically controlled. We will develop the underlying science and technology of
this approach for tuning thermal conductivity by understanding the fundamental variables controlling
phonon scattering at domain boundaries, which are poorly understood-and not at all understood

at non-cryogenic temperatures. Utilizing empirical results and phase field modeling, the necessary
understanding to harness this effect will enable the first-ever demonstration of field-tunable thermal
conductivity at non-cryogenic temperatures.

Demonstration of altering thermal conductivity at room temperature in a non-moving solid state
material has not previously been accomplished. To be exploited for applications, this phenomenon of
variables controlling phonon scattering at domain boundaries must be demonstrated and understood.
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Predicting Growth of Graphene Nanostructures using High-Fidelity Atomistic
Simulations

165698 | Year 3 of 3 | Principal Investigator: N. C. Bartelt

Project Purpose:

Graphene continues to attract widespread attention due to its outstanding electronic and optical
properties for next-generation electronics. In future applications, device functionality critically
depends on producing graphene nanomaterials with high quality and uniformity (with few or no
defects). Inserting these novel electronic materials into real world devices requires discovering
improved understanding to better control growth. Among the numerous methods for graphene
synthesis, chemical vapor deposition (CVD) growth on transition metal substrates stands out for
producing large-area films amenable to commercial applications. In particular, large-area graphene
growth on copper (Cu) foils (the most commonly used substrate) shows the greatest promise
because low solubility of carbon in Cu inherently favors single-layer graphene growth. However,
despite its potential, the detailed mechanisms or conditions for controlled graphene growth

are unknown or very poorly characterized, often leading to a wide variety of nanostructures.
Specifically, how graphene grows on different Cu facets, what controls its in-plane orientation, and
how intrinsic Cu defects affect nucleation and defect formation remain inadequately understood.
Indeed, even how graphene is aligned, in terms of its crystallography, with Cu itself remains an
open question. Consequently, it is extremely difficult to design experimental procedures that will
lead to reproducible, controlled growth of optimal nanostructures. A theoretical understanding of
the detailed mechanisms of graphene growth is needed to help tailor the experimental conditions
to generate high-quality graphene nanostructures. The aims of this project are to: 1) develop a
paradigm-changing computational capability for predicting the growth of graphene nanostructures
on a metallic substrate, 2) validate the capability through comparison to experimental observations
of graphene growth on Cu, 3) use this predictive tool to understand the fundamental mechanistic
processes and conditions (temperature, pressure, deposition rate, and substrate orientation) that
govern high-quality growth, and 4) perform a proof-of-concept demonstration to down select a
subset of candidate growth experiments for graphene nanostructures to be carried out under specific
conditions.

Summary of Accomplishments:

To enable the creation of higher quality graphene for novel electronics applications, we have
developed a molecular dynamics (MD) simulation tool that can predict graphene growth quality
on metal surfaces. We have performed extensive molecular dynamics of graphene growth from
deposited carbon atoms and have validated our understanding by comparing our predictions to
experiments of graphene growth on Ir, Cu and Ge.

Previous experimental work has established that graphene growth does not occur by the simple
attachment of single carbon atoms. Instead it involves a complex series of events that involve as many
as five atoms. To use MD simulations to probe this process, we needed to develop empirical potentials
that can be evaluated with little computational effort, but describe both the carbon-carbon bonding
and the carbon-substrate bonding. We used the bond order potential formalism to do this. We used
density functional theory (DFT), to calibrate the potential. Its validity was verified by successfully
performing simulations of graphitic- and diamond-like carbon. Combined with previously determined
potentials for substrate interactions, this enables the simulations of growth we have performed.

The interaction of graphene with a substrate, because of its inherent 2D nature, is quite weak-
determined mostly van der Waals (vdW) interactions. A crucial question in modeling vdW epitaxy and
predicting graphene quality is whether this interaction is strong enough to allow epitaxy to occur. To
answer this question, we performed experiments to determine graphene energies on Ir as a function
of in-plane graphene orientations. We find these energies compare well with estimates derived

from our vdW DFT calculations. Further, we developed a way of parameterizing the orientation
dependence of the vdW interaction with only two easily computed parameters.
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Significance:

Our quantitative description of how graphene grows will allow a faster and more systematic
approach to choosing optimal substrates for graphene growth. Ongoing applications of our simulation
technique to other 2D electronic materials will also help determine how these materials grow.

This comprehensive modeling capability will facilitate novel devices for future defense and nuclear
weapons needs.

Refereed Communications:
XW. Zhou, D.K. Ward, and M.E. Foster, “An Analytical Bond-Order Potential for Carbon,” Journal of Computation-
al Chemistry, vol. 36, pp. 1719-1735, September 2015.

P.C. Rogge, K. Thuermer, M.E. Foster, K.F. McCarty, O.D. Dubon, and N.C. Bartelt, “Real-Time Observation of
Epitaxial Graphene Domain Reorientation,” Nature Communications, vol. 6, Article 6880, April 2015.

P.C. Rogge, S. Nie, K.F. McCarty, N.C. Bartelt, and O.D. Dubon, “Orientation-Dependent Growth Mechanism of
Graphene Islands on Ir(111),” Nanoletters, vol. 15, pp. 170-175, 2015.

P.C. Rogge, J. Wofford, K.F. McCarty, N.C. Bartelt and O.D. Dubon, “On the Rotational Alignment of Graphene
Domains Grown on Ge(110) and Ge(111),” MRS Communications, vol. 5, pp. 539-546, September 2015.
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Predicting the Multiscale, Mechanical Response of Additively Manufactured
Materials across a Wide Spectrum of Loading Conditions

178667 | Year 2 of 3 | Principal Investigator: D. P. Adams

Project Purpose:

Developing a fundamental understanding of a material’s mechanical behavior has traditionally relied
on time-consuming and costly experimental characterization; however, as microstructures and
interfaces become more exotic due to advanced design and novel fabrication techniques (e.g., additive
manufacturing), assuring performance will come to rely on strong coupling between experiments

and modeling of material behaviors. Predictive modeling must now incorporate the detailed
microstructural ‘elements’ present in a starting material. Furthermore, modeling must be able to
predict mechanical properties for a wide range of loading conditions in order to assure that novel
microstructures will have acceptable responses.

Toward this end, we will build a framework to model deformation of inhomogeneous, anisotropic
alloys. Building from Sandia’s crystal-plasticity models and fed by experimental evaluations, grain-
scale behavior will be determined and then coupled to larger-scale models predicting structural
response to a range of strain rates. This problem could not be addressed previously, because the
requirements were computationally taxing and cost prohibitive.

This project will: 1) develop a new understanding of whether homogenization and multiscale theory
can predict the dynamic mechanical behaviors of additively-manufactured materials and 2) elucidate
how their complex microstructures give rise to mechanistic transitions between quasi-static and
inertial strain rates, possibly through stress-wave-amplified dislocation movement and shock-
induced, adiabatic shear banding.
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Programmable Nanocomposite Membranes for lon-Based Electrical Energy Storage
165696 | Year 3 of 3 | Principal Investigator: E. D. Spoerke

Project Purpose:

Controlled transport and storage of ions are central to the effective operation of modern electrical
energy storage (EES). High volume, rate-limited ion intercalation in batteries yields high energy
density but limited power; conversely, fast ion transport restricted to electrode surfaces facilitates
high power densities with reduced capacity in ultracapacitors. Mating high energy density and high
power density will require innovative new strategies for ion transport and storage. We present

anew approach to ion-based EES, inspired by organisms such as the electric eel, which generate

large voltages and currents using energy-dissipative ion pumps and gated ion-selective channels

to manipulate large ion concentration gradients across biological membranes. We propose to
translate the scientific concepts behind this scheme to a synthetic system utilizing ion pumps

and programmable ion channels in engineered materials to control the transport, accumulation,

and dissipation of ions for EES. Until now, mimicking this multifunctional, bio-inspired materials
system has vexed researchers unable to assemble the necessary advanced tools and expertise in
nanomaterials chemistry, biointegration, and electrochemistry. Combining our expertise in these
areas with advanced characterization and computation, we aim to create and understand materials
to programmably regulate ion concentration gradients. Our studies will focus on the cooperation of a
“pump membrane,” comprising light-powered ion pumps (bacteriorhodopsin), with a nanoporous “gate
membrane,” functionalized with novel programmable ion gating chemistries, to explore controlled ion
transport in this bio-inspired synthetic system. Insights gained will facilitate improvements in existing
technologies (e.g., battery separators, water treatment) and enable development of novel bio-inspired
energy storage.

This work involves the development of a new type of bio-inspired electrical energy storage, a project
balancing high technical risk of an unknown system with the potential for significant technical impact
of a new type of electrical energy storage.

Summary of Accomplishments:

This project advanced several fronts towards understanding and learning to control transmembrane
ion transport in biomimetic, synthetic systems. In the context of active ion transport, we successfully
grew and harvested the biological ion pump bacteriorhodopsin (BR) and demonstrated its integration
into synthetic lipid and polymer-based membranes. We further showed that, powered by light,

these integrated biomaterials could be used to create ion concentration gradients (electrochemical
potentials) in synthetic environments. Moreover, through tailored modifications in protein
composition, we introduced chemical “handles” that allowed us to simultaneously attach and orient
BR on synthetic nanoporous membrane surfaces, an important potential attribute for ultimate
device integration. Toward effective ion gating, we first utilized computational models to better
understand, from a free-energy standpoint, how the influences of critical variables such as ion
hydration, ion-ligand interactions, ion/channel size ratios, and ion position in a channel can be used
to predict ion reject, permeation, or blocking in functional nanopores. In addition to providing a
better understanding of ion transport in natural systems, these studies also informed a number of
synthetic designs. We utilized several materials chemistry approaches to show that variations in
charged nanopore morphology (e.g., conical versus cylindrical nanopores) as well as changes in pore
surface charge can be used to control ion rectification through synthetic membranes. Of particular
note was the development of novel electrochemically programmable surface-modifying chemistries
that could be used to change the charge state of a nanopore. This tunability enabled us to turn on and
off rectified ion current through nanoporous membranes, another central requirement to controlling
transmembrane charge transport. Collectively, these research efforts provided key insights and
developed new capabilities required to regulate both active transport and controlled ion gating, both
important elements needed for the ultimate development of a biomimetic ion-based energy storage
system.
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Significance:

These efforts provide key insights that not only inform the potential development of a new
biomimetic energy technology, a clear national priority, but they also provide technical depth relating
to ion-based technologies in general as well as molecular manipulation of materials. Collectively

this technical growth may impact biomedical fields through improved understanding of biological
function/dysfunction, advances in biomedical testing, and the development of new therapeutic
materials. The ability to selectively control ion transport has considerable added potential to

impact energy storage, chemical separations, information management, chemical sensing, and other
applications spanning both civilian and defense-related technology space.

Refereed Communications:

E.D. Spoerke, L.J. Small, A.M. Martinez, D.R. Wheeler, V. Vandelinder, G.D. Bachand, and S. Rempe, “Electric Eels:
Bizarre Natural Phenomena or Inspiration for Novel Nanocomposite Energy Storage?” presented at Composites
at Lake Louise, Alberta, Canada, 2015.

M.I. Chaudhari, M. Soniat, and S.B. Rempe. “Octa-Coordination and the Aqueous Ba2+ lon,” The Journal of Physi-
cal Chemistry B, vol. 119, pp. 8746-8753, June 2015.

V.S. Vandelinder, D.R. Wheeler, L.J. Small, M.T. Brumbach, E.D. Spoerke, .M. Henderson, and G.D. Bachand,
“Simple, Benign, Aqueous-Based Amination of Polycarbonate Surfaces,” ACS Applied Materials and Interfaces, vol.
7,pp. 5643-5649, March 2015.

L.J. Small, D.R. Wheeler, and E.D. Spoerke,'Nanoporous Membranes with Electrochemically Switchable, Chemi-
cally Stabilized lonic Selectivity,” Nanoscale, vol. 7, pp. 16909-16920, October 2015.

M. Soniat, D.M. Rogers, and S.B. Rempe, “Dispersion- and Exchange-Corrected Density Functional Theory for
Sodium lon Hydration,” Journal of Chemical Theory and Computation, vol. 11, pp. 2958-2967, June 2015.

P.E. Mason, S. Ansell, GW. Neilson, and S.B. Rempe, “Neutron Scattering Studies of the Hydration Structure of
Li,” The Journal of Physical Chemistry B, vol. 119, pp. 2003-2009, January 2015.

S.B. Rempe, “Biomimetic Membranes,” presented (invited) Vogel Research Group ETH, Zurich, Switzerland,
2014.

S.B. Rempe, “Biomimetic Membranes,” presented (invited) IEEE Nanotech Materials and Devices, Sicily, Italy,
2014.
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Room Temperature Solid State Deposition of Ceramics
177962 | Year 2 of 3 | Principal Investigator: P.Sarobol

Project Purpose:

The ability to integrate ceramics with other materials is limited by high processing temperatures
(>800 °C). A process to fabricate ceramic films at room temperature (RT) in solid state, aerosol
deposition (AD) has been demonstrated in literature. High velocity ceramic particles impact on
substrates, deform, and form films under vacuum. AD eliminates high processing temperatures,
enables materials integration, where ceramics are deposited on metals, plastics, and glass at RT. AD
films are reported to have excellent properties, equivalent to or exceeding conventional pressed/
sintered ceramics. Future impacts on Sandia’s mission include improved ceramic integration,
miniaturized magnetic circulators in radar applications, conformal capacitors, thin batteries, glass-to-
metal seals, and transparent electronics.

The fundamental mechanisms for ceramic particle deformation and bonding in AD are not understood
and are needed to advance this technology. This project will leverage Sandia’s existing experimental
equipment and simulations capabilities to establish processing mechanisms and knowledge of the
microstructure properties relationship needed for future technological maturation. Thus far, we have
established that AD involves a balance between particle size, particle plastic deformation, particle
velocity (impact energy), and traversing. In FY 2016, particle-particle bonding mechanisms will be
determined and ceramic integration with other materials will be demonstrated.
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Scanning Ultrafast Electron Microscopy for Charge Carrier Lifetime Imaging with
High Spatial Resolution
173119 | Year 2 of 3 | Principal Investigator: J. R. Michael

Project Purpose:

There are many applications of materials that rely on modifications of the electrical properties of
small regions to obtain useful properties. For example, modern integrated circuits are dependent
upon the small size, down to 22 nm, and low dopant concentrations of active regions to achieve the
needed performance levels. It is important to visualize the modified regions and to determine the
local concentration of impurities to understand device performance and failure modes. Currently,
this is not possible. Scanning electron microscopy (SEM) and low energy electron microscopy (LEEM)
are limited to 100 nm about 10 times worse than the new and innovative scanning ultrafast electron
microscope (SUEM) dedicated to materials science proposed in this work.

The purpose of this work is to develop, build, and use an innovative new SUEM dedicated to probe
active regions of semiconductor devices to determine the carrier lifetimes and infer the doping
concentrations. SUEM will allow ultrashort time resolved imaging through the use of an electron
beam that is pulsed in synchronicity with a laser beam used to excite the sample. Thus, dynamic
processes can be imaged with high spatial resolution (1 nm) and high temporal resolutions (ps to fs).
This SUEM will, for the first time, be used to answer important questions about impurity (dopant
distributions) and charge in semiconductor devices providing semiconductor design and performance
information that was previously impossible to obtain.

A high degree of risk accompanies this work due to the unknowns of laser interactions with
semiconducting materials and the resulting electronic excitations and secondary electron imaging.
Success will produce a system that can probe the electronic properties of materials at short length
scales for analysis of semiconductor structures.
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Science-Based Design of Stable Quantum Dots for Energy-Efficient Lighting
165697 | Year 3 of 3 | Principal Investigator: J. E. Martin

Project Purpose:

Fluorescent and solid state lighting rely on rare earths (yttrium, europium, terbium, and cerium)
for which shortages are expected. We propose to replace these rare earths with photoluminescent
guantum dots (QDs). To meet the extreme demands of lighting requires that QDs have greatly
improved photo and thermal stability. Increased stability can be achieved by coating the QDs with
suitable shell materials, but these lead to stresses that generate defects both at the heterojunction
and within the lattice. Such defects serve as non-radiative recombination centers that greatly reduce
the quantum yield. To design QDs that have both high stability and quantum yield, we propose to
use alloying of both the cores and the shells. Continuum calculations show that alloying will greatly
reduce the strains that lead to defect formation. We will use atomistic modeling to predict those
graded compositions that have the highest stability to defect formation. Defect formation will be
identified through photophysical characterization and with Sandia’s unique Z-contrast aberration-
corrected scanning electron transmission microscope (AC-STEM).

Summary of Accomplishments:

We have developed a fundamental atomistic modeling capability, based on Stillinger-Weber and
Bond-Order potentials we developed for the entire 11-VI class of compounds. These pseudo-potentials
have enabled us to conduct large-scale atomistic simulations that have led to the computation of
phase diagrams of [1-VI QDs. These phase diagrams demonstrate that at elevated temperatures the
zinc blende phase of CdTe with CdSe grown on it epitaxially becomes thermodynamically unstable
due to alloying. This is accompanied by a loss of hole confinement and a severe drop in the quantum
yield (QY) and emission lifetime, which is confirmed experimentally for the zinc blende core/shell QDs
prepared at low temperatures. These QDs have QYs as high as 95%, which makes them very attractive
for lighting. Finally, to address strain relaxation in these materials, we have developed a continuum
model for misfit dislocation formation that we have validated through atomistic simulations.

Significance:

We have demonstrated that Wurtzite core/shell QDs synthesized by conventional high temperature
reactions have shells that are subject to surface reconstruction, creating hole traps that enable
dark exciton recombination and thus reduce the photoluminescence (PL) quantum yield (QY). We
have synthesized zinc blende core/shell QDs at low temperatures that are metastable to surface
reconstruction and thus have exceedingly high QYs, as high as 95%, even for thick shells. These QDs
are good candidates for red downconverters in solid state lighting. The availability of rare earth-
free luminescent materials that meet the requirements of fluorescent and solid state lighting would
greatly reduce our dependence on four of the most critical materials in DOE’s Critical Materials
report (yttrium, europium, terbium, and cerium). The quantum dots that we propose to develop are
currently the best alternative to rare earth lighting phosphors.

Refereed Communications:
F. van Swol, XW. Zhou, S.R. Challa, and J.E. Martin, “Thermodynamic Properties of Model CdTe/CdSe Mixtures,’
Molecular Simulation, vol. 42, pp. 14-24, February 2015.

XW. Zhou, M.E. Foster, F. B. van Swol, J.E. Martin, and B.M. Wong, “Analytical Bond-Order Potential for the Cd-
Te-Se Ternary System,” The Journal of Physical Chemistry C, vol. 118, pp. 20661-20679, August 2014.

K.E. Gong, J.E. Martin, L.E. Shea-Rohwer, P. Lu, and D.F. Kelley, “Radiative Lifetimes of Zincblende CdSe/CdS
Quantum Dots,” The Journal of Physical Chemistry C, vol. 119, pp. 2231-2238, January 2015.

F. van Swol, XW. Zhou, S.R. Challa, and J.E. Martin, “Heterojunctions of Model CdTe/CdSe Mixtures,” Modelling
and Simulation of Materials Science and Engineering, vol. 23, p. 035007, March 2015.
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The Development of a Novel AlGaN Defect Detection, Localization, and Analysis
Methodology
176400 | Year 2 of 2 | Principal Investigator: M. A. Miller

Project Purpose:

This project develops an approach to characterize material defects in wide bandgap AlGaN-based
devices by coupling laser-based failure analysis techniques with deep-level optical spectroscopy
(DLOS). Understanding the source and effects of active defects is crucial to understanding
mechanisms that limit device lifetime, efficiency, and reliability. AIGaN has great potential in light-
emitting diodes, laser diodes, and high electron mobility transistors. Improvements in efficiency and
reliability would benefit applications in biosensing, secure local communications, high frequency
power amplifiers for radar, and high voltage switching for power electronics. AlGaN-based device
performance is limited by lack of commercially available lattice-matched substrates, resulting in
devices with high crystalline defect densities or threading dislocations. Often, one device is comprised
of multiple AlGaN compositions and doping densities yielding poor p-type doping efficiency, spatial
non-uniformities and non-radiative point defects as additional materials challenges. Information from
conventional defect characterization techniques can be both difficult to collect and interpret due to
poor spatial or depth resolution, threading dislocation densities, the wide-bandgap itself, or limited
access to the active region. We will develop a new defect characterization methodology for AIGaN-
based devices comprised of laser-based localization techniques and DLOS. This approach will localize
electrically active defects in AlGaN-based devices and provide information on deep level defect states
associated with those defects. If successful, the approach will become a comprehensive tool for defect
characterization of IlI-nitride material systems. The developed methodology will bolster in-house
AlGaN material system optimization and provide leverage for future industrial collaborations.

We are developing a fundamental science understanding of the defects that directly impact device
efficiency/reliability as well as developing an approach that combines deep level optical spectroscopy
and laser-based failure analysis techniques to characterize defects.

Summary of Accomplishments:

We successfully correlated laser scanning microscopy (LSM) defect signals to DLOS signatures in UV
light emitting diodes (LEDs). Since LSM is primarily an extended defect localization tool and DLOS a
point defect characterization tool, this goal had inherent risk. A large number of parts were necessary
to obtain few parts with LSM defect signals. This altered the timeline as significant effort went into
LSM analysis and fewer parts than expected were examined by DLOS.

The DLOS signature of an LED with an LSM defect signal showed strong defect density depth
dependence and strong response to the Ec-2.45eV midgap state (3.3eV illumination). This nicely
correlated to the clear LSM defect signal response at 532nm and in newer results at 375nm. Laser-
spotted IV curves also gave direct indication that increased leakage current (prior to LED turn-on)
responded strongly to the shorter wavelength lasers.

Local-illuminated differential capacitance mapping (LIDCM) was developed, a marriage of point
defect depth profiling capability of DLOS in an x-y defect mapping capability of LSM. We could
spatially map changes in capacitance as a function of bias (depth into the sample) and wavelength
(point defect energy level). The LIDCM technique suggests that a combination of thermal and e-h pair
effects contribute to the large-scale capacitance changes in UV LEDs.

Materials characterization of the UV LEDs indicated dislocation clusters at the LSM defect signal site,
consistent with previous work. The dislocations stemmed from a large misaligned grain originating
near the AIN/AIGaN interface. Non-ideal semiconductor junctions at the pn interface, the cluster of
dislocations and the point defects that decorate them could contribute to the leakage at the center of
the LSM or LIDCM defect signal. LSM and LIDCM analysis can localize macroscopic defects impacting
device leakage and can characterize their electrical behavior.
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Significance:

The LSM and LIDCM techniques can be applied to other wide bandgap optoelectronics, power
electronics and template growth optimization. LIDCM is not yet commercially available. Defect
characterization will suggest subsequent processing modifications for targeted defect reduction,
leading to increased lifetimes and efficiencies. The potential for use includes solid state lighting
(DOE), biosensing (DHS), water and air purification (DOE and DHS), polymer curing, medical
applications, and various nuclear weapons and defense applications.
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Tunable Quantum Dot Solids: Impact of Interparticle Interactions on Bulk
Properties
165700 | Year 3 of 3 | Principal Investigator: M. B. Sinclair

Project Purpose:

We will develop a fundamental understanding of the relationship between nanoparticle interactions
and the different regimes of charge and energy transport in semiconductor quantum dot (QD)
solids. QD solids comprising self-assembled semiconductor nanocrystals such as PbSe are currently
under investigation for use in a wide array of applications including light emitting diodes, solar

cells, field effect transistors, photodetectors, and biosensors. These unique materials exist at the
crossover between isolated particles and bulk materials. They retain many of the attractive features
of the isolated particles such as size-tunable bandgaps, but interparticle interactions modify their
behavior and cause charge and energy delocalization. At present, the relative contributions of charge
and energy transport to device performance are not understood. Device optimization requires a
quantitative fundamental understanding of the means by which interparticle interactions lead to
collective bulk behavior. The current state of the art in the study of interparticle effects relies on

the utilization of different capping ligands to control the interparticle separation. However, the
interpretation of experimental results is clouded by the large number of other variables that change
as the ligand is varied. We propose to use a Sandia developed mechanical compression method,

in conjunction with nanoparticle self-assembly, to fabricate QD solids with precisely controllable
interparticle spacing. State-of-the-art optical probes, including ultrafast spectroscopy and non-
contact photoconductivity will be used to characterize QD solid behavior spanning the range from
widely separated nanoparticles to sintered nanoparticle superlattices. This approach allows for an
unambiguous unraveling of the behavior of this unique class of solids.

This is research project seeks to obtain very fundamental information about the interactions between
nanoparticles in quantum dot solids. It is hoped that fine-tuning of the interactions can eventually
lead to enhanced properties for device applications.

Summary of Accomplishments:

We developed the capability to fabricate high quality QD solids and also developed techniques for in
situ optical and structural characterization of the solids under hydrostatic pressure. Small angle and
wide-angle x-ray (SAX and WAX) scattering studies as a function of pressure were performed at the
synchrotron facilities at Cornell. The combination of WAX and SAX data allowed us to simultaneously
determine the crystal structure and lattice constants of the QD solid as well as the crystal structure
of the underlying QDs. We found that, for the CdSe system: 1) reversible control of the interparticle
spacing is possible, provided the applied pressure does not exceed ~7GPa, 2) the degree of ordering
of the face-centered cubic (FCC) crystal improves upon initial application of pressure to ~3GPa, 3)
above a pressure of ~6GPa, the crystal structure of the CdSe dots undergoes a transition from a
wurtzite to rock salt structure, and 4) above a pressure of ~ 7GPa sintering of the QDs along the out
of plane direction occurs to form quantum wires (QWs) with lengths of up to ~10 microns. These
guantum wires were successfully transferred to transmission electron microscopy (TEM) grids for
structural measurements and for hyperspectral confocal microscopy. We also performed in situ
optical spectroscopy on the QD solids as a function of pressure. Our results showed a gradual shifting
of the QD absorption edge and emission maximum as the pressure is increased, and then a sudden
loss of photoluminescence efficiency at ~6GPa. This loss of photoluminescence is consistent with

the observed direct bandgap wurtzite to indirect bandgap rock salt lattice transformation. We also
performed a first-ever in situ ultrafast optical spectroscopy on the QD solids as a function of pressure.
Both our ultrafast fluorescence and ultrafast photo-induced absorption measurements showed

a two-component exponential decay, with the decay constants becoming shorter with increasing
pressure.
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Significance:

Our work advances the science of synthesis of nanostructures. The newly developed pressure
directed synthesis provides a new route for the synthesis of semiconductor quantum wires. We
anticipate that with further optimization the new synthesis route could lead to highly monodisperse
guantum wires that exhibit good quantum yield for fluorescence emission. Furthermore, we
anticipate that the pressure directed synthesis can be adapted to other semiconductor quantum dot
systems and other materials systems in general. In addition, our first-ever in situ ultrafast studies of
the photodynamics of quantum dot solids under pressure will lead to new understandings of quantum
dot interactions.

This project developed a fundamental new understanding of the complex interplay of charge and
energy delocalization in QD solids, which could ultimately be used to design improved light emission
devices, solar cells, infrared photodetectors, and low-cost field effect transistors. As such, this
technology could have an impact on DOE energy missions, and national security missions including,
space missions, surveillance, and nonproliferation.

Refereed Communications:
H. Fan, “Nanomaterials under Stress: A New Opportunity for Nanomaterials Synthesis and Engineering,”’ 2015
Fred Kavli Distinguished Lecture on Nanoscience, 2015 MRS Spring Meeting, San Francisco, CA, 2015.
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Understanding and Overcoming Materials Challenges for AIN: A Scientific
Foundation for Next-Generation Power Electronics

173122 | Year 2 of 3 | Principal Investigator: A. Armstrong

Project Purpose:

The proposed research will lay the foundation for ultra-wide bandgap (UWBG) semiconductor
material science by transmuting AIN with bandgap energy (Eg) of 6.2 eV from an electrical insulator to
an electrically conductive material with fully tunable conductivity type. This will enable a revolution in
power electronics because the breakdown voltage (Vbr) grows rapidly with Eg. UWBG-based power
switches with Vbr upwards of 100 kV becomes plausible for enabling energy technology revolutions
such as DC electrical grids with greatly improved efficiency. AIN is attractive due to its large Eg

and compatibility with existing semiconductor technology. However, AIN is electrically insulating

and must be made conductive to function as an electronic material. Typical methods of controlling
electrical conductivity for semiconductors (e.g., impurity doping and minimizing crystal defects) fail
for AIN because thermodynamics drives spontaneous defect formation that completely compensates
dopants. New methods must be discovered to control the electrical conductivity of AIN.

This project seeks to demonstrate controllable electrical conductivity for AIN for the first time

using the strong piezoelectricity and non-centrosymmetric lattice to produce electrical conductivity
without dopants. We will employ advanced defect spectroscopy to understand the physical origin
and properties of defects in AIN and mitigate their impact on electrical properties. Quantum kinetic
theory will be developed to assess electrical transport phenomena in AIN by treating the largely
unexplored physics of carrier scattering in AIN including strong electron-phonon coupling and
quantum memory effects.

We anticipate future mission needs by addressing scientific problems that will arise when AIN
becomes the focus for next-generation power electronics. Making AIN a functional electronic
material requires surmounting new challenges attendant with large band gap that makes otherwise
simple tasks difficult (e.g., doping).
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Understanding Membrane-Nanoparticle Interactions: Implications for Developing
Novel Medical Therapeutics and Functional Materials

165824 | Year 3 of 3 | Principal Investigator: C. Ting

Project Purpose:

Membrane-nanoparticle interactions are a common motif underlying a number of important
phenomena in biology, ranging from cytotoxicity to viral cell entry. Inspired by nature, membrane-
nanoparticle composites are a class of functional materials comprised of nanoparticles and diblock
co-polymers. The versatility of polymer chemistries offers controllable design of diverse vesicle
properties and morphologies beyond the range achievable through lipids. The nanoparticles, in turn,
impart novel functionalities (e.g., magnetic, optical, or fluorescence) to these materials. Thermal
fluctuations are important in these systems and many interesting processes involve thermally
activated (rare) events.

More generally, many soft matter systems undergo collective dynamics, which fall under the category
of arare event. We will address the difficult problem of activation in soft matter. Besides the long
time scales associated with these rare events, a significant challenge arises in simulating the complex
molecules, which undergo collective dynamics and exhibit emergent properties. We combine self-
consistent field theory and the string method to overcome these challenges. To directly study the
dynamics, we use coarse-grained molecular simulations.

While method development is ongoing, we will continue to explore a wide range of self-assembly
problems in biological and synthetic soft matter systems. Molecular self-assembly is an elegant and
efficient bottom-up approach to control the nanostructure of novel, functional materials. However,
understanding how to design the molecular components to achieve a desired structure is not well
understood for systems beyond simple molecules. Modeling and simulation are ideal tools to bridge
the gap between experimental observations and theoretical understandings. In particular, modeling
and simulation provide a molecular picture of the interactions that control the thermodynamics and
kinetics of self-assembly, and how this relates to emergent macroscopic, collective properties of the
material.

Summary of Accomplishments:

This work explores several examples of bottom-up approaches to designing functional materials.
Results are used to interpret experimental observations and to make predictions to guide future
experimental studies.

We have explored the directed insertion of asymmetric nanoparticles into functional polymer
vesicles. Here, we have computed various transition pathways to understand how to use kinetics to
control the final state of the polymer nanoparticle composites.

We have developed a theoretical understanding of experimental studies exploring the self-assembly
of peptide amphiphiles into structures such as fibers, vesicles, and sheets. We have proposed a novel
triblock architecture, which was later experimentally demonstrated to self-assemble into desired
nanotubes.

We have simulated coarse-grained model ionomers under external electric fields to understand their
structural and dynamical properties for battery applications. We are learning to correlate molecular
dynamics with dielectric spectroscopy experiments.

Self-assembly of polymer-grafted nano rods is being explored for Surface Enhanced Raman
Spectroscopy for single molecule sensing applications.

>
_|
M
s
>
—
W
N
-
=
Z
™)
rm




L]
O
Z
L]
O
Vg
W
—
=
o
—
<C
=

Sandia National Laboratories 2015 LDRD Annual Report

Significance:

Molecular self-assembly is an elegant and efficient bottom-up approach to control the nanostructure
of novel, functional materials. It is a scalable and cost-efficient alternative to conventional top-down
techniques such as lithography. The results from our modeling and simulation studies are ideal tools
to bridge the gap between experimental observations and theoretical understandings. This work

is in collaboration with experimental studies at Sandia and in academia, and provided the insights
necessary for a molecular-based design of functional materials with novel properties.

The results from this Truman Fellow work will help enable the rational design of innovative medical
therapeutics and functional membrane-nanoparticle composites based on an understanding of the
molecular interactions. This work is relevant to the biodefense missions of DHS, and DARPA. More
generally, these new methods will lead to insights into a variety of nucleation phenomena in soft
matter systems, and will thus enable fundamental science beneficial to the nanoscience, soft matter,
and bioscience communities, including DOE’s Office of Science.

Refereed Communications:
C.L. Ting, M.J. Stevens, and A.L. Frischknecht, “Structure and Dynamics of Coarse-Grained lonomer Melts in an
External Electric Field,” Macromolecules, vol. 48, pp. 809-818, January 2015.

C.L.Ting, B.H. Jones, A.L. Frischknecht, E.D. Spoerke, and M.J. Stevens, “Amphiphilic Triblocks to Control Assem-
bly of Mixed or Segregated Bilayers and Monolayers,” Soft Matter, vol. 11, pp. 6800-6807, July 2015.
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Utilization of Reactive Metal Films for Self-Healing Metal Matrix Composites
173653 | Year 2 of 2 | Principal Investigator: D. P. Adams

Project Purpose:

Failures involving fatigue, creep, and fracture can readily occur in service if materials are designed
and used inappropriately. The traditional approach to mitigate failure is to increase strength, which
delays the inevitable without solving the problem. In collaboration with University of Florida,

the focus of this research is to investigate techniques that can ultimately heal and repair damage
through the combination of heat-emitting reactive materials and self-healing metal matrix composite
technology. Specifically, this project investigates how reactive metal foils emit heat and modify
neighboring materials. This approach has not been previously studied and provides the opportunity
to: 1) understand and characterize the fundamental relationships between heat flow produced by
the reactive foils and matrix liquidation, 2) optimize matrix melting behavior, composite properties,
and exothermicity of the reactive foil, and 3) develop fabrication techniques that meld the properties
of self-healing and reactive materials. The research includes development of predictive models that
estimate the effects of reactive metal foil heating on neighboring materials. Model predictions of
heat-affected zone dimension, microstructure, and phase are validated by experimental tests of
several low melting point alloys (Sn-Zn and Sn-Bi).

Summary of Accomplishments:

Predictive models were first developed to evaluate the effects of reactive metal foils (RMF) on
heating and modifying the microstructure of different, neighboring substrate materials. Initial
models leveraged a 1D finite difference approximation of the heat equation in conjunction with
phenomenological estimations of the physical properties of a substrate to predict heat flow and
resultant heat affected zone (HAZ) depth. Experimental validation of these model predictions was
conducted using four Sn-Bi alloys with different thermal properties and initial microstructures,
specifically having different phase morphologies and distributions. The best agreement between the
predicted and measured HAZ dimensions occurred when the variations due to foil distortion during
the reaction were included in the simulation. With a second study, 2D models were developed to
estimate HAZ dimensions for Sn-Zn alloys affected by heat released from adjacent reactive metal
(Ni/Al) foils. The effect of the initial substrate microstructure on microstructural evolution within the
heat-affected zone was evaluated experimentally and confirmed using two Sn-Zn alloys. The results
of this work indicate that initial substrate microstructure can play a large role in the heat flow, and
consequently, the microstructure evolution that results from adjacent RMF reactions. Therefore,
initial substrate microstructure and phase should be accounted for in examinations of this approach
going forward.

Significance:

This collaborative research with the University of Florida has provided key scientific insight into the
potential of reactive multilayers for intrinsic material repair. Our combined model and experimental
study has advanced the understanding of how heat evolved from reactive multilayers changes the
microstructure in neighboring materials. This should enable new applications, such as material self-
repair, while benefiting commercial joining technology that relies on a local heating approach to
preserve material structure and functionality.

A method to restore the properties of damaged metal components in service through self-healing
technology will advance materials reliability and allow new design paradigms. The envisioned
self-healing system allows for greater autonomy, as the damaged component will no longer have

to be taken out of service to repair. It is envisioned that reactive films can be placed on a damaged
component and the repair can be initialized by simple ignition sources, as opposed to heat treatment.
This type of new technology may make a significant contribution to the energy, environment, and
security missions of DOE as well as supporting the national infrastructure.
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Refereed Communications:

R.J. Hooper, D.P. Adams, D. Hirschfeld, and M.V. Manuel, “The Effect of Substrate Microstructure on the
Heat-Affected Zone Size in Sn-Zn Alloys due to Adjoining Ni-Al Reactive Multilayer Foil Reaction,” Journal of
Electronic Materials, DOI: 10.1007/s11664-015-3941-z, August 2015.

R.J. Hooper, C.G. Davis, PM. Johns, D.P. Adams, D. Hirschfeld, J.C. Nino, and MV. Manuel, “Prediction and Char-
acterization of Heat-Affected Zone Formation in Tin-Bismuth Alloys due to Nickel-Aluminum Multilayer Foil
Reaction,” Journal of Applied Physics, vol. 117, p. 245104, 2015.
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Nanodevices & Microsystems

The Nanodevices and Microsystems Research Foundation supports Sandia’s mission by performing
creative, leading edge, and high-impact R&D. This R&D strives to discover new phenomena at the
nanoscale and microscale; and create or prove new concepts, devices, components, subsystems, and
systems. Its objective is to foster a bold, vibrant, ground-breaking, science and technology base of
world-renown as a means to developing the critical and differentiating technical capabilities that will
be needed in the future to support our national security missions. The Nanodevices and Microsystems
Investment Area seeks to 1) increase our understanding of physical phenomena across the nanoscale
to microscale, 2) develop innovative nanoscale and microscale devices, 3) achieve new methods of
integration, and 4) realize novel microsystems-based complex systems.

Projects
A New Approach to Entangling Neutral Atoms 166
A Space-Like Low-Energy Proton Test Environment to Rapidly Qualify Advanced Microelectronics for

Flight Readiness 167
Active Plasmonics from the Weak to Strong Coupling Regime 168
Atom Traps on a Microfabricated Optical Waveguide Platform for Quantum-Limited Spin-Squeezed

Magnetometry and Quantum Information Applications 170
Beyond Graphene: BN-Based Semiconductor Alloys for Next-Generation Optoelectronics 171
Beyond Moore’s Law through 3D-IC Fabrication 172
Chemical Vapor into Liquid (CViL) Encapsulation of Microorganisms for Hazardous Agent Detection................ 173
Decoupling Superconducting Transmon Qubits from their Quantum Bus/Readout Resonators to Enable

Scaling 174
Defect Characterization in Low Bandgap Materials 175
Development of a MEMS Dual-Axis Differential Capacitance 176

Efficient Heat Removal from Power Semiconductor Devices using Carbon Nanotube Arrays and Graphene ...177

Electrically Injected UV-Visible Nanowire Lasers 179
Electrochemical Detection of Single Molecules in Nanogap Electrode Fluidic Devices 181
Fabrication and Characterization of a Single Hole Transistor in p-type GaAs/AlGaAs Heterostructures............ 182
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A New Approach to Entangling Neutral Atoms
173130 | Year 2 of 3 | Principal Investigator: G. Biedermann

Project Purpose:

We propose a new technique for entangling neutral atoms that will show feasibility of significant
metrological gains. A successful outcome will directly impact the emerging field of “quantum sensing”
and position us to lead future work. The motivation for harnessing entanglement in the context of
quantum sensing is the superior scaling of sensitivity with atom number, N, when compared with
classical sensing (e.g., N versus VN respectively). While the advantage with a small number of atoms
is moderate, it reaches an order of magnitude improvement with only 100 atoms. Neutral atoms are
the most compelling candidates for quantum sensing with entangled systems because they have been
broadly shown to make exceptional sensors. However, the fidelity of entangling two atomic qubits
was previously limited to 75%, a number unsuitable for many-atom entanglement.

The most established approach to entangling neutral atoms currently uses resonant excitation to

a Rydberg level, whereby atoms interact via electric dipole-dipole coupling. The limit to fidelity is
thermal motion of the atoms that causes the exciting laser beams to imprint random phases on the
quantum states and degrade the coherence of the entangling interaction. However, by employing
adiabatic evolution induced by a laser tuned off-resonance from a high-lying Rydberg level, the
coherence can be much more robust. With our new approach, we predict two-qubit entanglement
with fidelities near 99%. In addition, we will explore unique entangling operations beyond two qubits
that are not easily accessible in other technologies. We anticipate multi-faceted impacts in both
quantum sensing and computation.
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A Space-Like Low-Energy Proton Test Environment to Rapidly Qualify Advanced
Microelectronics for Flight Readiness

173134 | Year 2 of 2 | Principal Investigator: N. A. Dodds

Project Purpose:

For the past 30 years, space programs have predicted the rate of occurrence of radiation-induced
errors in microelectronics using the same general set of testing and modeling methods. These
methods have broken down in the past few years because, unlike older technologies, new highly
scaled (sub 100 nm) technologies are so susceptible to charged particle strikes that now even low
energy protons are able to trigger errors through direct ionization. These protons are the most
abundant particles in most space environments and, therefore, might dominate on-orbit error rates.
New error rate prediction methods have been proposed to deal with this new mechanism, but they
are impractical because implementing them can require over one year per integrated circuit (1C).

To enable the reliable usage of cutting-edge ICs in space, we propose that an error rate prediction
method be developed that can accurately predict the error rate in just a few hours. If successful, this
work will produce a dramatically simplified rate prediction method, enabling spacecraft designers to
reliably use advanced ICs.

Summary of Accomplishments:

Three publications resulted from this project. The three publications address a recently emerging
reliability issue-namely, that low-energy protons (LEPs) can cause single-event effects (SEEs) in
highly scaled microelectronics. In the first, novel experiments were used to prove that proton direct
jonization is the dominant mechanism for LEP-induced SEEs. In the second, a simple method was
developed to calculate expected on-orbit error rates for LEP effects. This simplification was enabled
by creating (and characterizing) an accelerated space-like LEP environment in the laboratory. In

the third publication, this new method was applied to many memory circuits from the 20-90 nm
technology nodes to study the general importance of LEP effects, in terms of their contribution to the
total on-orbit SEE rate. The results show that LEPs can more than double the total on-orbit SEE rate,
demonstrating that LEPs are an important new reliability issue that cannot be ignored.

Significance:

Hardness assurance for low-energy proton effects is now much simpler and more accurate than

it was two years ago, allowing us to better predict the reliability of highly scaled circuits in space.
This empowers spacecraft designers to reliably use advanced circuits that might otherwise have
been disqualified by excessive testing requirements and/or unquantifiable risks. Therefore, this
research will benefit all programs that desire to use circuits from sub-920-nm technology nodes in
proton rich environments. This includes satellites with high bandwidth requirements, especially
telecommunication or earth-observing satellites used for reconnaissance or nonproliferation treaty
verification, for example.

Refereed Communications:
N. A. Dodds et al., “The Contribution of Low-Energy Protons to the Total On-Orbit SEU Rate,” to be published in
IEEE Transactions on Nuclear Science.

N.A. Dodds, PE. Dodd, M.R. Shaneyfelt, FW. Sexton, M.J. Martinez, J.D. Black, PW. Marshall, R.A. Reed, MW.
McCurdy, R.A. Weller, J.A. Pellish, K.P. Rodbell, and M.S. Gordon, “New Insights Gained on Mechanisms of
Low-Energy Proton-Induced SEUs by Minimizing Energy Straggle,’ to be published in IEEE Transactions on Nucle-
ar Science.

N.A. Dodds, J.R. Schwank, M.R. Shaneyfelt, PE. Dodd, B.L. Doyle, M. Trinczek, EW. Blackmore, K.P. Rodbell, M.S.

Gordon, R.A. Reed, J.A. Pellish, K.A. LaBel, PW. Marshall, S.E. Swanson, G. Vizkelethy, S. Van Deusen, FW. Sexton,
and M.J. Martinez, “Hardness Assurance for Proton Direct lonization-Induced SEEs using a High-Energy Proton

Beam,” IEEE Transactions on Nuclear Science, vol. 61, pp. 2904-2914, December 2014.

N.A. Dodds et al., “The Contribution of Low-Energy Protons to the Total On-Orbit SEU Rate,” presented at the
Nuclear and Space Radiation Effects Conference, Boston, MA, 2015.

N.A. Dodds, PE. Dodd, M.R. Shaneyfelt, FW. Sexton, M.J. Martinez, J.D. Black, PW. Marshall, R.A. Reed, MW.
McCurdy, R.A. Weller, J.A. Pellish, K.P. Rodbell, and M.S. Gordon, “New Insights Gained on Mechanisms of
Low-Energy Proton-Induced SEUs by Minimizing Energy Straggle,” presented at the Nuclear and Space Radiation
Effects Conference, Boston, MA, 2015.
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Active Plasmonics from the Weak to Strong Coupling Regime
165702 | Year 3 of 3 | Principal Investigator: G. A. Keeler

Project Purpose:

Plasmonics focuses on the manipulation of light using metallic nanostructures and promises to
transform the field of optoelectronics which has traditionally relied upon light guiding in dielectrics
and semiconductor-based devices. Most nanoplasmonics efforts have examined passive structures
with static, geometry-defined responses. This activity seeks to demonstrate a range of active
plasmonic devices based on guided surface plasmons coupled with electrically controlled compound
semiconductor structures operating at near-infrared (NIR) wavelengths. We expect these active
devices to fundamentally alter the photonics landscape and push the frontiers of nanoscale optics.

The primary scientific question examined in this project is how light-matter coupling changes when
light is confined to the nanometer scale in the form of plasmons. Experimental tests of our theoretical
understanding will be performed using test devices such as modulators and emitters that bring about
various degrees of plasmon coupling with matter. Devices under investigation include plasmonic
modulators and nanocavity emitters based on semiconductor quantum wells that can be forward or
reverse biased to achieve gain or loss. We intend to analyze a range of these active plasmonic devices
experimentally and theoretically, thereby building a comprehensive foundational capability that can
sustainably impact future mission areas with new nanophotonic device concepts.

To date, there have been no demonstrations of efficient electrical modulation and amplification
techniques for NIR guided plasmons using traditional semiconductor materials. Nanocavity emission
represents another exciting new area of study, with significant complexity arising due to nanoscale
effects. Active plasmonic devices have the potential to impact a wide range of applications. Sandia is
uniquely positioned to fully explore active plasmonics technologies and rapidly resolve fundamental
scientific and technological uncertainties, thereby enabling mission customers to leverage the
technology through follow-on activities.

Summary of Accomplishments:

This project focused on the theoretical simulation and experimental demonstration of photonic
devices using three key concepts: active plasmonic devices based on compound semiconductors,
nanophotonic devices that leverage near-zero permittivity effects, and semiconductor nanocavity
emitters. As an example of the accomplishments in the first thrust, we designed, fabricated, and
characterized the first plasmonic modulator based on quantum well electroabsorption. The
modulator operates at 1550 nm for compatibility with optical communications systems, and uses
plasmonic confinement to enable a reduction in length to around 10 microns. This is about 20x
smaller than conventional InP devices and should enable far greater integration density, lower power
dissipation, and higher modulation rates.

Near-zero permittivity effects, sometimes combined with plasmonic confinement, allowed

the demonstration of multiple compelling nanophotonic concepts. This thrust focused on

using conducting ceramic materials whose carrier density is higher than typically achievable in
semiconductors. Through deep subwavelength confinement, we demonstrated enhanced nonlinear
optical harmonic generation in ultrathin films of indium tin oxide. We also studied ways to achieve
ultracompact free-carrier absorption modulators for silicon photonics by incorporating various
conducting ceramic films, developed models, and created material deposition processes for high-
mobility oxides.

Nano-emitters represent the third focus area of our work. We performed extensive microscopic
modeling of nanocavity lasers to understand the implications of shrinking to the nanoscale, describing
the photon statistics of nanolasers in the threshold-less and few-emitter regimes. Experimentally,

we studied the effects of Purcell lifetime enhancement in metallic nanocavity light-emitting diodes,
demonstrated electrically pumped plasmonic amplifiers using quantum well active regions, and
investigated the impact of sidewall recombination in GaAs-based nano-emitters. Results from this
work collectively led to numerous papers, presentations, and intellectual property and created an
enduring infrastructure for plasmonic device design, modeling, nanofabrication, and optical testing.
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Significance:

The development of active plasmonic modulation, amplification, and nanoscale emission technologies
through this project could enable revolutionary improvements in DOE-relevant mission areas that
include high-performance computing, optical communications within data centers, high-efficiency
lighting, and high-sensitivity detection and sensing. New insights on plasmon-matter interactions
gained through our efforts represent a strengthened connection between fundamental science and
technology innovation and will lay the groundwork for emerging applications such as millimeter-
wave to optical frequency conversion, RF optical remoting, analog-to-digital conversion for signal
processing, and single photon sources for quantum computing.

Refereed Communications:

TS. Luk, D. de Ceglia, G.A. Keeler, R.P. Prasankumar, M.A. Vincenti, S. Liu, M. Scalora, M.B. Sinclair, and S. Campi-
one, “Third Harmonic Generation in Ultrathin Epsilon-Near-Zero Media,” presented at CLEO 2015, San Jose, CA,
2015.

G.A. Keeler, et al., “Plasmonic Modulators using Quantum Well Electroabsorption,” presented at Nanometa
2015, Seefeld, Austria, 2015.

WMW. Chow, “Nanolasers as Solution to Efficiency Droop in Solid-State Lighting,” presented at SPIE Photonics
West 2015, San Francisco, CA, 2015.

T.S. Luk, D. de Ceglia, S. Liu, G.A. Keeler, R.P. Prasankumar, M.A. Vincenti, M. Scalora, M.B. Sinclair, and S. Cam-
pione, “Enhanced Third Harmonic Generation from the Epsilon-Near-Zero Modes of Ultrathin Films,” Applied
Physics Letters, vol. 106, p. 151103, 2015.

WMW. Chow, “First Principle Study of Nanolasers: Photon Statistics and Laser Threshold,” presented (invited) at
OSA Asia Communications and Photonics Conference (ACP), Shanghai, China, 2014.

WMW. Chow and M.H. Crawford, “Analysis of Lasers as Solution to Efficiency Droop in Solid State Lighting,” Ap-
plied Physics Letters, vol. 107, p. 141107, 2015.

WMW. Chow, F. Jahnke, and C. Gies, “Emission Properties from Nanolasers during Transition to Lasing,” Light:
Science & Applications, vol. 3, p. €201, August 2014.
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Atom Traps on a Microfabricated Optical Waveguide Platform for Quantum-Limited
Spin-Squeezed Magnetometry and Quantum Information Applications
180919 | Year 1 of 3 | Principal Investigator: Y. Jau

Project Purpose:

The purpose of the project is to develop a new neutral-atom platform that utilizes optical evanescent
fields from the light transmitted in a fabricated nano-waveguide to optically trap atoms in the well-
defined locations. In this way, we can avoid complex free-space alighnments for optical access of
atoms, and this platform can be scalable and flexible. In addition, photons traversing the waveguide
are confined to a region of space comparable to the absorption cross section of an atom, naturally
making a very strong photon-atom interaction, which is of fundamental importance to photon-
assisted quantum controls with atoms. Furthermore, this waveguide configuration, when combined
with the ability to incorporate photonic-crystal optical elements, leads to exciting opportunities, such
as cavity quantum electrodynamics with record-setting atom-photon coupling and long-range atom-
atom interactions mediated by photons. The ability to create complex structures on this “optical atom
chip” would have important application to precision measurement (quantum sensing) and to quantum
computing and communication technologies. In order to succeed in this optical atom chip, evanescent
fields from the waveguide structure and the physics of near the surface atom trapping will be carefully
modeled. We will carry out investigations in microfabrication to ensure that waveguide can handle
required optical power and generate clean evanescent fields. For efficient atom loading, we will
research in producing a constantly cooled atomic ensemble at the small-scaled waveguide location.
We will also study the effect of neutral-atom adsorption on the waveguide, which may significantly
modify the atom trapping potentials. Following the demonstration of trapping atoms at the waveguide
and the strong photon-atom interaction, as a first high-consequence application of the optical atom
chip, we plan to demonstrate spin squeezing on chip for magnetometry beyond the classical limit by
incorporating additional microfabricated structures. From the new studies carried out in this project,
we anticipate bringing significant impacts to the field of neutral-atom quantum controls.
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Beyond Graphene: BN-Based Semiconductor Alloys for Next-Generation
Optoelectronics
180920 | Year 1 of 3 | Principal Investigator: A. A. Allerman

Project Purpose:

Hexagonal boron nitride (hBN) has great promise for circumventing fundamental materials challenges
of AlGaN alloys that limit the performance of present-day ultraviolet (UV) optoelectronics. The
principal objective of this project is to discover and exploit novel optical and electronic properties

of hBN-based heterostructures, enabled by a distinct, 2D, layered crystal structure, to realize a new
class of UV emitters and photodetectors.

We propose to explore and exploit novel properties of hBN to enable next generation UV-LEDs and
photodetectors. First, we will apply our in-depth experience in llI-nitride material growth to extend
beyond hBN to hB(Al,Ga)N alloys, achieving heterostructures for high-performance optoelectronic
devices for the first time. Second, we will leverage our atomic-layer growth control to explore the
potential for hB(Al,Ga)N heterostructures employing monolayer constituents. Analogous to graphene
and van der Waals heterostructures, we anticipate devices with highly tailorable properties yet
fabricated with modern semiconductor technology rather than layer-transfer methods. The fusion of
2D-crystal properties and UV semiconductors may enable covert communications, compact, robust
bio-agent and neutron detectors, and other devices relevant to the nuclear weapons mission and the
DoD.
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Beyond Moore’s Law through 3D-IC Fabrication
173129 | Year 2 of 3 | Principal Investigator: D. B. Burckel

Project Purpose:

The goal of the proposed research is to develop 3D integrated circuits (3D-1Cs) at both the device and
system levels. Today’s ICs are fabricated using top down techniques on planar surfaces. Scaling areal
transistor density has continued to increase IC performance, but requires increasingly expensive
lithography equipment. Recently, we invented and demonstrated membrane projection lithography
(MPL), a microfabrication technique where directional deposition through a suspended, patterned
membrane was used to create micron-scale 3D metamaterials. By generalizing this fabrication
approach to include patterned etch and patterned ion implantation, combined with blanket processes
such as oxidation and planarization, we will provide a first-of-its-kind approach to 3D-IC fabrication.

Creation of 3D circuits will transform devices, systems and technologies. Regarding devices
transformation, fabrication in 3D enables higher transistor packing density, new geometries for
devices such as power metal-oxide-semiconductor field-effect resonators (MOSFETs), and the
possibility of making radiation hardened complementary metal-oxide-semiconductor (CMOS) on non-
silicon-on-substrates (SOI) substrates. At the systems level, 3D-ICs will be more difficult to reverse
engineer while providing new topologies for interconnect/signal routing, improving signal integrity
and RC delay. Finally, for the first time, hybrid technologies are possible with a mature 3D-IC platform,
where biological cells or photons are interfaced directly to CMOS control/sensing electronics. In
order to realize these benefits, we need an entirely new fabrication paradigm like the one proposed
here-capable of creating complex 3D structures in a sub-micron CMOS compatible platform and
addressing issues of thermal budget, device isolation, interconnect strategies, and 3D topography-
induced stress.
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Chemical Vapor into Liquid (CViL) Encapsulation of Microorganisms for Hazardous
Agent Detection
173339 | Year 2 of 3 | Principal Investigator: J. C. Harper

Project Purpose:

To detect chemical and biological threats both on and off the battlefield, development of portable,
robust detection systems capable of real-time identification of these threats is essential. Living
cell-based sensors have proven effective as sensitive and specific detectors, capable of near real-
time detection. However, living cell-based sensors require frequent replenishment with new cells
due to cellular sensitivity to the ex-vivo environment. To make cell-based devices practical for
implementation, cells can be encapsulated in a biocompatible matrix, which protects cells from
environmental stresses, maintains biological sensing functions, and allows cellular interaction with
the external environment. Silica materials are promising for use as encapsulation matrices, with
advantages including biological inertness, mechanical stability, simple room temperature processing,
and tunable material and chemical properties. However, traditional, aqueous sol-gel routes are
cytotoxic to cells, limiting their use for cell-based biosensing.

To generate stable biosensing components, living cells need to be encapsulated in matrices that allow
cellular interaction with molecules of interest, while maintaining cell viability. The purpose of this
project is the encapsulation and stabilization of genetically engineered S. cerevisiae, E. coli,and B
lymphocyte cells in porous, nanostructured silica shells to serve as model biosensing components.
Our approach utilizes a novel sol-generating chemical vapor into liquid (SG-CVilL) process. This
process minimizes cell contact with cytotoxic reaction constituents, allows precise control of reaction
parameters, and facilitates incorporation of components that enhance silica gel biocompatibility, such
as polyethylene glycol. These factors make SG-CViL attractive as an encapsulation strategy for living
cell-based biosensor design. This work focuses on characterizing cell-silica biocomposites, assessing
encapsulated cell activity, and optimizing cell-silica biocomposites for particular sensing functions.
Successful development of SG-CVilL will be a significant step in designing biosensors that use living
cells as the sensing unit, potentially leading to devices capable of detecting multiple threats at very
low concentrations. This project is in collaboration with New Mexico Tech.
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Decoupling Superconducting Transmon Qubits from their Quantum Bus/Readout
Resonators to Enable Scaling
172334 | Year 3 of 3 | Principal Investigator: R. M. Lewis

Project Purpose:

Superconducting qubits have made great strides in coherence time, gating, and algorithms. However,
to achieve real scalability, more is required. We propose to study the problem of coupling and
decoupling a transmon, a popular type of superconducting qubit, from its host resonator, which serves
the dual role of as a bus connecting qubits together and a readout channel. The transmon couples

to its host resonator via its electric-dipole moment. We plan to use a trick of quantum mechanics to
null the dipole moment and decouple the transmon. In doing so, we hope to study a variety of physics
associated with multi-qubit operation, control, and readout.

Coupling superconducting qubits, such that their electric dipole moments cancel, creates a subspace
where the first excited state of the paired qubits doesn’t couple to nearby electric fields. This
subspace provides a means of protecting qubits against local perturbations caused by operations
and reads on neighbors. We seek foundational understanding of decoupling such subspaces, key to
integrating larger quantum networks.

Summary of Accomplishments:

We demonstrated gallium-focused ion beam nanopatterning of niobium (Nb) films. This work points
the way towards nanopatterning of Nb constriction junctions and perhaps multilayer junctions stacks
for higher Josephson junction integration densities and more complex circuits.

We demonstrated microwave resonances in a variety of Nb resonator structures designed to house
superconducting qubits, show multi-qubit layouts, and enable high qubit integration. These results
validate earlier modeling, and show a path forward to more complicated devices.

We succeeded in combining the three scales of lithography needed to create superconducting qubits.
This involves aligning photo and e-beam lithography patterns at the chip size, 100 um, and 100 nm
scales.

Modeling of complex layouts was achieved which agrees well with analytical expressions for
our qubits. This enables complex designs to be pursued and evaluated and then fabricated with
confidence.

Significance:

Quantum computation has the potential of enabling advanced algorithms for multiple applications.
It is essential to national security that the US be the world leader in this field. By pursuing quantum
computing in superconductivity, Sandia is ensuring competence in this area.
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Defect Characterization in Low Bandgap Materials
173665 | Year 2 of 2 | Principal Investigator: E. A. Shaner

Project Purpose:

The purpose of this effort is to conduct research into specific generation recombination and dark
current producing mechanisms of modern I11-V material systems to aid in minimizing their impact on
device performance. The fundamental dark current generated in type |l absorber material limits its
performance. We will utilize deep level transient spectroscopy (DLTS) to quantify the defects existing
in these materials. Under the proposed effort, we will study defects in type Il superlattices, such

as GaSb/InAsSb and InAs/InAsSb SLS material systems, and correlate measurements with growth
conditions and crystal structure.

Sandia has significant expertise in deep level transient spectroscopy (DLTS). Combined with the
outstanding infrared material growth and detector experience, we are the ideal facility to perform
this research. We anticipate significant improvements in the knowledge of device physics and
material science that will enhance performance of infrared sensors beyond levels attainable with
current technologies. If successful, we will characterize defects in InAs/InAsSb material that should
show paths to improvement in material quality.

Summary of Accomplishments:

Overall, DLTS on low bandgap materials is challenging and we made significant progress on
admittance spectroscopy of Type Il superlattices. In particular, through collaboration with the
University of lllinois Urbana-Champaign, we tested superlattice systems embedded in p-n junctions
that appear to allow defect analysis.

Significance:
Understanding type Il materials, in particular the defects in such systems, is important for next-
generation detector development.
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Development of a MEMS Dual-Axis Differential Capacitance
165823 | Year 3 of 3 | Principal Investigator: B. Griffin

Project Purpose:

This work is in collaboration with the University of Florida. Reduction of drag over a surface, due to
both viscous skin friction and pressure separation effects, is an essential component of the effort
toincrease vehicle efficiency. Currently there is no method for time resolved, direct measurement
of wall shear stress at the spatial and temporal scales of turbulent flow structures inside model
testing facilities. Indirect methods require extensive in situ calibration, and rely on inferred relations
to produce a measurement. Direct sensors can circumvent these issues. Direct sensors based on
microelectromechanical system (MEMS) technology benefit from many favorable scaling effects
which reduce overall measurement error, and retain spatial resolution while measuring small-
magnitude forces. To prevent spatial averaging, the sensor length scale needs to remain under 20
viscous wall units, where a typical wall unit can be on the order of 10 um for a turbulent boundary
layer. This scale sensor is achievable with MEMS. Previous single axis sensors have concerns over
accuracy due to alignment in testing and multi-directional flow effects. A unique MEMS-based
differential capacitance floating element shear stress sensor capable of sensing force inputs in two
orthogonal in-plane directions will be developed. Differential capacitance sensing schemes using
interdigitated multi-finger designs have been found able to achieve suitable levels of minimum
detectable shear stress and dynamic range. By allowing for compliance, and subsequent detection, in
two directions, a vector measurement of shear forces tangential to the surface will be produced.

There is currently no commercially available sensor for the direct measurement of fluid induced shear
stress, despite the implications on drag for aerospace vehicles and thus fuel efficiency. This research
attempts to fill this gap by using MEMS microfabrication techniques to create dual axis shear stress
Sensors.

Summary of Accomplishments:

Full-scale wind tunnel measurements were made with the wall shear stress sensor at the University of
Florida (UF), and at external locations including California Institute of Technology and NASA Langley
Research Center. These are the only publically disclosed measurements of microscale wall shear
stress in full-scale wind tunnel conditions. Using a hotwire as a secondary measurement tool, signal
processing of correlation levels between wall shear stress and free-stream velocity fluctuations was
carried out. These results helped to shape a more complete understanding of turbulent structure
development and propagation in near wall conditions. A unique calibration rig to determine relative
phase lag between the wall shear stress sensor, hotwires, and pressure transducers was constructed.

Sensitivity to environmental changes has been identified as a major culprit in mean wall shear stress
measurement error. During tests at NASA's Langley Research Center, where wind tunnel air was
non-conditioned, changes in tunnel temperature mapped closely with changes in sensor output. It is
expected to be directly related to the coefficient of thermal expansion (CTE) mismatching in device
packaging, as tests in a controlled environmental chamber yield similar results. A printed circuit board
substrate from the Arlon Corporation, made of woven Kevlar with a laminated epoxy inter-layers,
was identified with CTEs nearly matching Silicon. New sensors using the Arlon PCBs were packaged,
with additional environmental testing to follow. The final packaging of wall shear stress sensors with
integrated through silicon vias (TSVs) was completed. These were the first devices of this type to
present a hydraulically flush front surface to the flow. Initial die level testing showed performance
identical to the standard wire-bonded sensors described elsewhere in this work. The prototype
devices were calibrated prior to testing in full-scale wind tunnel experiments.

Significance:

These results continue to open up pathways of microscale wall shear stress measurement as a viable
tool option for experimentalists. Transition to a commercially available product is achievable within
the next few years. Because the sensors are direct transducers, requiring no in situ calibration, they
can be applied to situations, which differ greatly from canonical flow profiles. With the continuing
move towards miniaturized aerodynamic vehicles (e.g., drones) an accurate measurement of wall
shear stress can be useful both in design, and as an active feedback tool integrated with drone
hardware for aerodynamic stability.
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Efficient Heat Removal from Power Semiconductor Devices using Carbon Nanotube
Arrays and Graphene
165705 | Year 3 of 3 | Principal Investigator: M. P.Siegal

Project Purpose:

Heat removal from semiconductor-based power electronics is becoming increasingly important,
especially with the growing investment in renewable energy sources that require advanced power
electronics to interface with the electric grid. This problem exacerbates as voltage, current, and
switching-frequency scale to increase grid efficiency. This led to using wide-bandgap SiC and

GaN for next-generation power electronics. However, these advantages are obscured by reduced
performance and lifetime that occur with increased temperature. To fully achieve these material
gains, the thermal resistance of the system must be reduced. Therefore, this project targets the large
thermal resistance at the device die/package boundary where standard thermal interface materials
(TIM) (e.g., metal-loaded epoxies with thermal conductivity ~1 W/m™) act as a thermal bottleneck that
can mitigate performance or cause failure.

We seek to eliminate the TIM heat-transfer bottleneck from high-power devices to enable efficient
cooling for improved device performance and reliability by creating all-carbon TIM cooling
strategies to meet present/future needs. Carbon nanotubes (CNTs) and graphene can have thermal
conductivities >10x that of metals. We propose synthesizing high-quality, vertically aligned CNT
arrays directly onto a metal package that directly bonds to the device die in order to reduce TIM
resistance by 10-100x. While this alone will reduce the existing thermal bottleneck, we further
propose incorporating highly oriented pyrolytic graphite (HOPG) to the top of device surfaces to act
as an ultimate heat spreader. By making thermal contact between the heat spreader and CNT-TIM in a
flip-chip architecture, 10-400x improvements over state-of-the-art TIMs are obtainable, potentially
rendering irrelevant the device substrate thermal conductivity, and lead to a new paradigm for high-
power device performance.

This work is exploratory in nature, involving the use of nano carbon materials for device thermal
packaging. While both CNTs and HOPG are known to have high thermal conductivity when highly
crystalline, achieving such crystalline-quality reproducibly and over large areas has been problematic.
In addition, the fundamental thermal conductance is not well understood a priori between CNTs and
planar carbons like HOPG or graphene.

Summary of Accomplishments:

This project took on an extremely difficult set of scientific and technical goals that numerous groups
had earlier failed and given up. Our progress has been remarkable and been well received at major
conferences such as Materials Research Society and Electrochemical Society, as well as at Cambridge
University, a world leader in the development and application of carbon nanomaterials, and Georgia
Tech which has a premier facility for measuring thermal properties; each has led to new, ongoing
collaborations. This work involved developments in three separate technical areas.
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We made great progress toward developing CNT based TIMs. We report the first demonstration of:

¢ High-density, untangled arrays of high-quality CNTs with ~ 40% surface area coverage—critical
to achieving high thermal conductance

e Planarized CNT arrays (every CNT cut to the same height), critical to achieving high thermal
contact areas

These accomplishments result in a strong likelihood to ultimately improve the thermal conductivity of
TIMs by 1-2 orders of magnitude over the state-of-the-art Ag-pastes.

Modeling and experimental work demonstrated that carbon-based planar heat spreading materials
can greatly improve TIM performance. In particular, we've learned that:

e HOPG has better thermal conductivity than a graphene stack with a similar thickness due to
better registry between adjacent layers in HOPG than in multilayer graphene

¢ Aheat-spreading layer must be sufficiently thick, approaching 1 micrometer, to enable the
removal of a high density of phonons

e Cooling can be greatly improved whenever “blanket” coverage directly over a heat-producing
element is allowable

Lastly, we developed and fabricated a unique TIM test platform to compare the effectiveness

of various TIMs with respect to power-device performance. The utility of this platform was
demonstrated by testing a SiC metal-oxide-semiconductor field-effect transistor power device using a
state-of-the-art Ag-paste TIM.

Significance:

This work bridges the nanoscale nature of carbon nanotubes and graphene with microsystem
performance. Subsequent fine-tuning and successful implementation advanced TIMs and heat
spreaders will support Power on Demand by enabling higher efficiency power conversion
architectures via novel TIM devices for integrated microsystems. CNT-TIMs developments improve
the safety and performance of electro-explosive devices for thermal battery operations, and the
use of infrared thermography and modeling capabilities developed here are a useful diagnostic tool,
both important to the Nuclear Weapons mission. The development of nanopore templates may be
explored as platforms in chem-bio advanced sensing applications.

Refereed Communications:

C.Rochford, S.J. Limmer, SW. Howell, T.E. Beechem and M.P. Siegal, “Planarized Arrays of Aligned, Untangled,
Multiwall Carbon Nanotubes with Ohmic Back Contacts,” Journal of Materials Research, v. 30, pp. 315-322, Janu-
ary 2015.



Sandia National Laboratories 2015 LDRD Annual Report

Electrically Injected UV-Visible Nanowire Lasers
165704 | Year 3 of 3 | Principal Investigator: G.T. Wang

Project Purpose:

There is strong interest in minimizing the volume of lasers to enable ultracompact, low-power,
coherent light sources. Nanowires represent an ideal candidate for such nanolasers as stand-alone
optical cavities and gain media, and optically pumped nanowire lasing has been demonstrated

in several semiconductor systems. Electrically injected nanowire lasers are needed to realize

actual working devices but have been elusive due to limitations of current methods to address the
requirement for nanowire device heterostructures with high material quality, controlled doping and
geometry, low optical loss, and efficient carrier injection. We propose to demonstrate electrically
injected nanowire lasers emitting in the important ultraviolet (UV) to visible wavelengths. Our
approach to simultaneously address these challenges is based on high quality llI-nitride nanowire
device heterostructures with precisely controlled geometries and strong gain and mode confinement
to minimize lasing thresholds, enabled by a unique top-down nanowire fabrication technique
developed at Sandia that provides maximum design flexibility. Our approach applies novel strategies
for addressing these issues and leverages our combined expertise in llI-nitride nanowire fabrication
and characterization, nanodevices, and semiconductor laser modeling. Theory and modeling will

be closely integrated with experiments to help design and demonstrate nanowire heterostructures
with minimal lasing thresholds and to understand and predict the properties and physics from these
nanolasers. Successful demonstration of a working llI-nitride nanowire laser would enable diverse
new functionalities in the integration of electronics and photonics, chem-bio sensing, imaging, ultra-
high density storage, nanolithography, lighting, and quantum information.

Development of electrically injected nanowire lasers, while highly desirable, has been difficult due
to a number of technical challenges. A proof-of-concept demonstration is lacking and is a goal of this
project.

Summary of Accomplishments:

This project resulted in a number of technical accomplishments and successes towards the realization
of electrically injected single nanowire lasers, although electrically injected lasing itself was not
ultimately achieved. Some highlights include:

e Advanced the state of the art in controlled IlI-nitride nanowire fabrication using e-beam
patterning and optimized dry and wet etch processes

o Demonstrated processes for nanowire cross-sectional shape control and resulting ability to
manipulate nanowire laser properties, such as beam shape and polarization

¢ Analyzed and gained an understanding of the pros and cons of axial versus radial nanowire laser
designs

o Achieved optically pumping lasing from nonpolar core-shell I1I-N nanowires, demonstrating its
viability for electrically injected lasing

e Achieved electrically injected axial and radial InGaN/GaN nanowire LEDs

e Showed impact of metal contacts on optical loss

e Preliminarily explored new horizontal nanostripe geometry, which may have a better chance at
electrically injected lasing than radial nanowire geometry

Additionally, this project contributed to the publication of ten journal articles (eight published, two in
preparation), 28 invited talks, and 4 patent applications.
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Significance:

Over the course of this project, we made several technical advancements, which greatly enhance
Sandia’s capabilities and expertise in the area of llI-nitride nanostructures and UV-visible
nanophotonics. Several new scientific understandings of light-matter interactions in nanostructures
and nanodevices were obtained, such as the ability to manipulate optical properties based on cross-
sectional shape control. Building off these advancements can enable future solutions that can
significantly impact the DOE and national security missions (e.g., on-chip ultracompact low power
optical sources, solid state lighting and displays, visible light communications, and high resolution
imaging and lithography).

Refereed Communications:
C.Li,S. Liu, A. Hurtado, J.B. Wright, H. Xu, T.S. Luk, J.J. Figiel, . Brener, S.R. Brueck, and G.T. Wang, “Annu-
lar-Shaped Emission from Gallium Nitride Nanotube Lasers,” ACS Photonics, vol. 2, pp. 1025-1029, July 2015.

W.W. Chow, F. Jahnke, and C. Gies, “Emission Properties of Nanolasers during Transition to Lasing,” Light: Science
& Applications, vol. 3, p. €201, August 2014.

G.T. Wang, “llI-Nitride Nanowires for Future Optoelectronics, presented at International Symposium on Materials
for Enabling Nanodevices, (ISMEN2014), Tainan, Taiwan, 2014.

G.T. Wang, “llI-Nitride Nanowires: Novel Materials for Future Optoelectronics,” International Symposium on
Materials for Enabling Nanodevices (ISSLED) Kaohsiung, Taiwan, 2015.

S. Liu, C. Li, J.J. Figiel, S.R. Brueck, |. Brener, and G.T. Wang, “Continuous and Dynamic Spectral Tuning of Single
Nanowire Lasers with Subnanometer Resolution using Hydrostatic Pressure,” Nanoscale, vol. 7, pp. 9581-9588,
April 2015.

G.T. Wang, “llI-Nitride Nanowires for UV-Visible Optoelectronics,” presented at IEEE Photonics Society Summer
Topicals Meeting Series, Nassau, Bahamas, 2015.

W.W. Chow, F. Jahnke, and C. Gies, “Nanolaser Emission under Few-Emitter or Unity-Spontaneous-Emis-
sion-Factor Conditions,” presented at the 12th Conference on Nonlinear Optics and Excitation Kinetics in Semicon-
ductors (NOEKS), Bremen, Germany, 2014.

W.W. Chow, F. Jahnke, and C. Gies, “First Principle Study of Nanolasers: Photon Statistics and Laser Threshold,’
presented at the Asia Communications and Photonics Conference (ACP 2014), Shanghai, China, 2014.
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Electrochemical Detection of Single Molecules in Nanogap Electrode Fluidic Devices
180907 | Year 1 of 3 | Principal Investigator: R. Polsky

Project Purpose:

The purpose of this project is to gain fundamental understandings of molecular diffusion in

nanogap electrodes and the diffusive behavior of single molecules undergoing electron transfer.

The molecules to be studied here are commonly used as detection tags for biological labeling.
Therefore, electrochemical detection of single molecules undergoing redox cycling would enable
detection of single enzymes, proteins, and DNA strands resulting in new and improved ultrasensitive
sensing devices, supporting needs in DHS and DoD. We propose to integrate orthogonal validation
techniques, total internal reflection fluorescence microscopy (TIRF), and molecular simulation

to clarify: 1) the mechanism leading to current build up due to redox cycling and 2) diffusion and
adsorption of single molecules undergoing redox reactions. This project leverages key Sandia
capabilities: 1) Microsystems and Engineering Sciences Applications Facility (MESA) has unique
experience in fabricating large-area nanogaps to create nanogap electrode fluidic designs, 2) through
simultaneous electrical and optical monitoring, Sandia’s TIRF capability can unequivocally confirm
measurements of a single molecule undergoing redox reactions, and 3) standard molecular dynamic
simulations can determine diffusion behavior while ab initio molecular dynamic simulations can
interrogate electron transfer as a function of electrode material. Such orthogonal monitoring coupled
with innovative new device designs aided by atomistic simulations will provide an unprecedented
insight into redox cycling mechanisms and fundamental information on the diffusive behavior of
single molecules undergoing electron transfer. Results will be used to design basic research tools

to study extracellular signaling, molecular-scale processes, internal dynamics, and intermolecular
interactions and ultrasensitive chem-bio sensors.

In order to understand how redox cycling can be used for single molecule detection, the variability
in measurements associated with the multitude of diffusion paths the molecule can traverse in the
channel, varying residence times, and electrostatic molecule-electrode interactions need to be
understood. These molecules can then be used as biological tags for detection of single enzymes,
proteins, and DNA.
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Fabrication and Characterization of a Single Hole Transistor in p-type GaAs/AlGaAs
Heterostructures
165706 | | Year 3 of 3 | Principal Investigator: L. A. Tracy

Project Purpose:

One of the leading candidates for a solid state quantum bit is the spin of a single electron confined

in a semiconductor. Coherent control of individual electron spins has already been demonstrated

in quantum dots. These groundbreaking experiments utilized high-mobility 2D electron systems

in GaAs/AlGaAs heterostructures grown via molecular beam epitaxy. The major source of
decoherence in such experiments is coupling between electron spins and nuclear spins in the host
GaAs semiconductor. It has been proposed that hole spins in GaAs would be better suited for such
experiments due to a lesser coupling between hole and nuclear spins. Recent experiments already
show that the coherence time for hole spins in GaAs quantum dots is at least one order of magnitude
longer than that of the electron spin.

To date, experiments looking at the possibility of using spins in semiconductors as quantum bits

have primarily focused on electron spins. One of the main reasons that there are relatively few
experiments on holes in GaAs, as compared to electrons, is the difficulty of growing high-quality
2D-hole systems (2DHS) that can be used to fabricate stable hole nanostructures (such as quantum
dots). Building on recent successes in the growth of 2DHS in GaAs/AlGaAs heterostructures at
Sandia, we propose to fabricate and characterize single-hole transistors, looking towards eventual
applications in the area of quantum computing. This work will leverage Sandia’s unique, world-class
capabilities in molecular beam epitaxy (MBE) growth of GaAs/AlGaAs heterostructures and expertise
in low-temperature measurements. The physics of hole nanostructures is largely unexplored due to
previous difficulties with fabrication of devices that are electrically stable. We hope that this project
will demonstrate the viability of p-type nanostructures in GaAs, with potential application in quantum
information.

Summary of Accomplishments:

In this project, we demonstrated the world’s first few-hole double quantum dot in GaAs. Using charge
sensing, we showed the ability to completely empty the dot and control the occupation at the few-
hole level. The double quantum dot interdot coupling is tunable over a wide range, from formation

of a large single dot to two well-isolated individual dots. These devices should provide a path for
controlling and coupling individual hole spins in GaAs. A past hurdle facing hole nanostructures

in GaAs was the ability to form devices with surface depletion gates that are stable. The

mechanism behind the conductance drift and/or noise was not well understood. By using undoped
heterostructures, we have achieved a very high level of device electrical stability, which appears to be
limited by the voltage source used to control the device gates rather than the intrinsic properties of
the device.

To form nanostructures with sharp electrostatic confinement in the 2D layer, it is necessary to use a
relatively shallow 2D layer. We were able to achieve a shallow 2D hole layer with 50 nm depth while
maintaining very low disorder. Our 2D layer mobility is ~105 cm2/Vs and has a mean free path of ~1
um, which is larger than typical nanostructure dimensions. This aids in the formation of low disorder
few-hole nanostructures, where hole transport and control over the confining potential is not
hindered by defects. The high quality of our nanostructures is also indicated by the performance of a
guantum point contact (QPC) fabricated in this material. As the QPC channel is gradually depleted,
the conductance drops in discrete steps, quantized at multiples of 2e2/h, as expected for ballistic
transport through a channel, indicating that the motion of holes in this device is not impeded by
defects.
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Significance:

Hole spins in GaAs are predicted to have some advantages over electron spins, such as reduced
coupling to host semiconductor nuclear spins and the ability to control hole spins electrically using
the large spin-orbit interaction. Our double quantum dot (DQD) devices will allow investigation

of all-electrical control of individual hole spins and coupling between hole spins in GaAs quantum
dots and experiments investigating the role of spin orbit coupling and nuclear spin effects in p-type
nanostructures in GaAs. Our advances in fabrication of shallow high mobility 2D layers may also
provide a route for low temperature amplifiers for other quantum projects.

Refereed Communications:
L.A. Tracy, J.L. Reno, and TW. Hargett, “Few-Hole Double Quantum Dot in an Undoped GaAs/AlGaAs Hetero-
structure,” Applied Physics Letters, vol.104, p. 123101, 2014.
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Fluid Polymer Bilayer Matrices: Toward Robust and Field-Deployable Biosensors
180909 | Year 1 of 1| Principal Investigator: W.F. Paxton

Project Purpose:

In bionanotechnology, many biomimetic materials are being discovered for the use in medical imaging,
therapeutics, and electronics. Block copolymers have been given much attention for their unique
properties, ability to self-assemble and the countless chemical modifications they can undergo.
Spherical structures made from these block copolymers, known as polymersomes are ideal for

drug delivery applications and have been studied as such. Their ability to encapsulate hydrophilic
molecules within their interior aqueous solution as well as incorporate hydrophobic molecules into
the hydrophobic core are key factors in creating a cargo delivery system. Within this thesis, we

have used polymersomes for transporting reagents and as the alternative environment for a trans-
membrane to incorporate for proton transport.

Summary of Accomplishments:

We have found that bacteriorhodopsin (bR) can be integrated into hybrid vesicles that fully retain
their functionality as measured by the pH of the bulk solution. We also know that over the course

of several days either more bR monomers integrate into the membrane or oligomers are formed

on top of pre-integrated bR molecules. As for integrating bR into giant unilamellar vesicles, we can
visually say bR is present in the membrane, but more work needs to be done in order to determine the
functionality and stability of these giant vesicles.

Significance:

One of the important outcomes of this work that will need to be repeated prior to publication is

the longevity of BR in hybrid membranes. The ability to integrate functional biomolecules into
synthetic matrices that preserve rather than destroy bioactivity is incredibly valuable for integrating
such molecules into devices (e.g., biosensors). If this important result can be extended to other
transmembrane proteins, such as potassium and sodium channels in nerve synapses, it would have
huge implications for developing a wide range of more robust biosensors that mimic the response of
biological cells.

This work greatly supported the efforts of developing robust, sensitive sensors that detect
chemical and biological threats based on their biological function rather than their chemical form.
The proposed work to create supported hybrid polymer/lipid bilayer systems with reconstituted
functional biomolecules will greatly expand our understanding of the principles that enable
biomolecules to function in non-native matrices.
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Fundamental Scaling of Microplasmas and Tunable UV Light Generation
173131 | Year 2 of 3 | Principal Investigator: R. P. Manginell

Project Purpose:

This project seeks to fundamentally understand microplasma devices (MD), their scaling into the
microdomain, and their ultraviolet (UV) emission physics. We hypothesize that the UV emission
spectrum of MD can be manipulated real-time (sub-millisecond timescale). Applications of modulated
UV emission from MD include tunable probing of quantum systems, such as atomic clock transitions,
and selective chemical sensing. This work impacts basic science, national and homeland security, and
other applications.

We have, to date, obtained current-voltage (I-V) characteristics and light spectrum (using a
commercial Maya Pro spectrometer) of our microplasma devices as function of pressure for He, Ne,
and Ar. We have tested with direct current (DC) and pulsed DC driving and are studying UV emission
characteristics under these circumstances. We are now set up to test fast driving pulses and their
effect on UV emission.

We have transitioned this year to studies using a calibrated McPherson monochromator for spectral
measurements ranging from 300 nm to about 120 nm. This range is suitable for atomic physics and
chemical sensing applications of ultimate interest.

We have made great progress in modeling and simulation of our microplasmas. Our model is now
3D sector, fully kinetic, capable of non-direct-current (non-DC) simulations, and includes double
ionization processes, three excitation processes, and elastic collision terms. We have successfully
simulated IV curves from an operational MD and compared those favorably to our experiments.
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In Situ Techniques to Characterize Creep and Fatigue in Freestanding Metal Thin
Films

166154 | Year 3 of 3 | Principal Investigator: B. Boyce

Project Purpose:

In collaboration with Carnegie Mellon, we will develop powerful in situ techniques to study thin

film creep and fatigue using microelectromechanical systems (MEMS) design, processing, and

test methods. We will work with a standard material (Aluminum) to prove out the methods. Once
established, we aim to apply these tests to develop high strength multilayer thin-film metal stacks.
Diverse applications for these materials are possible: 1) as low creep/fatigue materials in microrelays
and micromirrors, 2) as damage-tolerant materials in extreme radiation environments (e.g., in nuclear
reactor walls), 3) as high-temperature, high-strength materials, and 4) for x-ray focusing.

This research is high-risk advanced development of mechanical test techniques for the fatigue and
wear behavior of metallic thin films that are ~100 nm in thickness.

Summary of Accomplishments:

An initial thermal experiment to test the experimental setup has led to the development of a

novel approach for determining the coefficient of thermal expansion (CTE) of free standing thin

film (Pocratsky and De Boer, J. Vac. Sci. Tech. B, 2014). This method allows the CTE of a film to be
determined locally to other devices of interest since the test structure is a fixed-fixed beam. The
difference in CTE between the free standing thin film and the substrate is critical to the self-actuation
method utilized in the designed MEMS creep test platform.

The creep test platform was designed to give an approximately constant load versus displacement to
accurately reflect the testing method of bulk materials. This unique feature was achieved by designing
thermal actuators legs to buckle. Typically, the buckling instability is avoided to get an approximately
linear load versus displacement. Finite element analysis was performed to design a set of thermal
actuators with a wide range of leg length, leg offset, and number of legs that provide a wide range

of output force. The creep test platform utilized a load cell to optically determine the displacement
across a load spring with calculated stiffness and the axial displacement of a microtensile specimen.
The test platform has the capability of analyzing any thin film of interest over multiple orders of
magnitude in strain rate on a single chip in a single experiment. The MEMS device can also be used

to analyze creep during in situ transmission electron microscopy (TEM) experiments to observe the
creep mechanisms. The fabrication process of the device was developed at the Carnegie Mellon
University nanofabrication laboratory.

Significance:

The use of MEMS test platforms coupled with in situ TEM to investigate the mechanical properties of
nanocrystalline metals as well as other materials will prove to be extremely fruitful. We focused on
the study of creep in this report. However, the process flow under development will be of broad use
for mechanical property testing under a wide range of load and temperature and for many different
materials and under different environmental conditions.

Refereed Communications:
R.M. Pocratsky and M.P. de Boer, “Determination of Thin Film Coefficient of Thermal Expansion and Residual
Strain from Freestanding Fixed-Fixed Beams,” Journal of Vacuum Science & Technology B, vol. 32, p. 062001, 2014.
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Magnetic Josephson Junction Memory and 3D Integration for Scalable, High
Performance, Low Power Computing
180906 | Year 1 of 3 | Principal Investigator: N. A. Missert

Project Purpose:

Superconducting electronics (SCE) is one of the leading technology candidates for high performance,
ultra-low power computation needed by Sandia’s national security customers. Although high-

speed, digital superconducting circuits have been demonstrated, the promise of extending these
devices to high performance computing has been severely hindered by the lack of a fast, low

energy, high capacity, integrated memory cell and scalable 3D active device structure. This proposal
addresses each of these issues by employing novel, tailored, ferromagnetic thin films for memory
cells integrated with a Josephson junction (JJ) structure that can be fabricated in 3D by using an
alternative superconducting layered system. In contrast to the Nb/AIO /Nb JJ technology currently
employed for SCE, where degradation issues do not allow 3D stacking of the active JJ layers, our
approach exploits the relative stability of Nb and Ta nitrides for the logic gates and Cr-doped Al and
Ganitrides for ferromagnetic memory elements. The technical challenges include understanding and
optimizing Cooper-pair transport across both the Ta N layer near the metal-insulator transition and
the single-domain Cr:AIN and Cr:GaN soft ferromagnetic layers, as well as ultimately demonstrating
an integrated working memory cell in a 3D stack. If successful, this work will provide the foundation
for the next generation of truly scalable SCE for high performance, low power computing.

There are forefront materials science and device physics challenges that need to be addressed in
order to create JJs and memory elements with the required performance, and also considerable
technical challenges associated with their integration in 3D.
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Metal-Organic Framework Thin Films as Gas-Chromatography Stationary Phases for
the Detection of Toxic Industrial Chemicals

173133 | Year 2 of 2 | Principal Investigator: D. Read

Project Purpose:

The purpose of this project is to integrate metal-organic framework (MOFs) materials with Sandia’s
current microfabricated-gas-chromatography (uGC) columns to enable the portable detection

of high-volatility analytes such as toxic industrial chemicals (TICs). TICs represent a large class of
ubiquitous, highly volatile chemicals, which pose a threat to human life and the environment through
accidental or terrorist release. Example TICs include chlorine gas, hydrogen cyanide, hydrogen sulfide,
sulfur dioxide, and formaldehyde. The Department of Homeland Security, Defense Threat Reduction
Agency, and National Counterterrorism Center have all identified TICs as a major area of concern for
possible chemical attack. uGC columns are necessary to meet the power and size requirements of a
portable GC system, but are not presently suited to the detection of TICs due to the poor retention
characteristics of the traditional polymer sorbent materials which are currently employed. A need
exists for a material that can fill this gap in chem-detection capabilities. One such class of candidate
materials is that of MOFs. MOFs are crystalline materials containing inorganic clusters crosslinked by
arigid organic network, and have been demonstrated to be well suited for small-molecule absorption,
in general. MOFs are highly porous, thermally stable, and possess tunable chemical sorption affinity
through modification of their chemical functionality and pore structure.

The use of MOFs as uGC-column stationary phases has not yet been demonstrated in the literature,
constituting a new approach to address these challenging chromatographic separations. The
successful integration of MOFs and pGCs would not only offer a valuable and innovative solution to
this chem-detection crux, but would also further knowledge in the field of MOF research through
the development of a method for quickly determining sorption thermodynamic constants using gas
chromatography instrumentation.

Summary of Accomplishments:

We have successfully grown conformal thin films (25-300 nm) for two MOFs: ZIF-8 and HKUST-1
(Hong Kong University of Science and Technology) using layer-by-layer (LBL) deposition techniques
within high-aspect-ratio, yGC column channels (30 um x 685 um x 90 cm), as well as within fused-
silica capillary, known as traditional GC substrates. LBL HKUST-1 film growth kinetics were
characterized on silicon-oxide coated quartz crystal microbalance (QCM) for in situ monitoring

of MOF growth. We demonstrated the ability to tailor the chromatographic retention time of an
analyte by varying the number of layer-by-layer, MOF thin-film deposition cycles. This will be of great
interest to the analytical chemistry community. We have achieved the principal project milestone by
demonstrating the first uGC retention of natural gas components and select TICs including chlorine
gas. As a corollary, we have established a thermodynamic sorption model by using scanning electron
microscope (SEM) micrographs to determine film thickness and chromatographic retention data.
This model not only yielded the fundamental/intensive sorption constants (i.e., partition coefficients)
of HKUST-1 for natural gas as well as select TICs, but also yielded phenomenological insight into

the deposition kinetics of HKUST-1 on silicon-oxide. Specifically, we showed that HKUST-1 growth
occurs only in nucleation islands until ~17 layer-by-layer deposition cycles at which point the film

is conformal and the deposition rate reaches a steady-state value of 1.8 nm/cycle. This high degree
of regulation over MOF film thickness has enabled extraordinary control over chromatographic
performance, thereby allowing us to tune these MOF thin films for specific chemical detection
applications. We have now successfully demonstrated the first-ever uGC x uGC (2-D GC) separation
of extreme high-volatility analytes, which requires two separate GC columns with disparate-polarity
stationary phases. This work has also led to the quantification of the polar nature of HKUST-1,
something that has been subjectively eluded to in the literature, but never proven.
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Significance:

Simply stated, these MOF films are outperforming any commercially available GC stationary phase
coating for polar, small molecule retention. We have used the data generated in this project for
three separate external funding proposals (DTRA, DHS, and Aquila Group), as well as the work being
incorporated in five additional funding presentations. This research has proved to be rich in novel
developments, has furthered basic scientific understanding of MOF thin films, and is garnering

the interest of potential internal and external customers alike (both government and private) for
previously impractical chem-detection applications.
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Minority Carrier Lifetime Characterization and Analysis for Infrared Detectors
165703 | Year 3 of 3 | Principal Investigator: E. A. Shaner

Project Purpose:

Minority carrier recombination times in infrared detector materials, such as mercury cadium telluride
(MCT) and InAs/GaSb systems, are important for quantifying and improving material quality as well as
key device parameters such as dark current. Unfortunately, the relevant lifetimes for these materials
are in the nanosecond to microsecond regime. Standard instruments for lifetime characterization

are ultrafast pump-probe measurements (sub-picosecond to nanosecond, high carrier densities) and
RF characterization that has been developed for silicon (typically microsecond and longer). Neither
approach is valid for our timescales. One must also measure under low incident pump flux in order to
capture the relevant recombination dynamics (requiring high sensitivity) while also having the ability
to perform Fourier transform infrared (FTIR) spectroscopic analysis all in a cryogenic environment.

We have developed lifetime measurement capability based on time-resolved photoluminescence

(PL) for moderate carrier densities (~1015/cm?), along with a frequency domain PL approach for
lower carrier densities. Under this effort, we will develop a time-resolved microwave probed lifetime
measurement that is more sensitive than any PL technique. Perhaps more importantly, we will
develop models and understanding of acquired data in order to accurately define Auger, radiative, and
defect (Shockley-Read-Hall, and surface states) contributions to minority carrier lifetimes in detector
material. One must keep in mind that in real devices, the doping level of certain layers (such as
absorbers) impacts lifetimes and diffusion profiles. To fully understand an immature material system,
many different structures with varying layer composition and doping must be characterized over a
wide range of temperatures.

Summary of Accomplishments:

We developed highly sensitive microwave techniques for characterizing minority carrier lifetimes in
semiconductor materials. In addition, we made significant progress on understanding the physics of
defects in type |l materials. In particular, as documented through multiple publications, we furthered
the understanding of InAs/InAsSb superlattices.

Significance:
The understanding of type Il materials, and defects in particular, is important for furthering advances
in detectors.

Refereed Communications:

M.R. Wood, K. Kanedy, F. Lopez, M. Weimer, J.F. Klem, S.D. Hawkins, E.A. Shaner, and J.K. Kim, “Monolay-
er-by-Monolayer Compositional Analysis of InAs/InAsSb Superlattices with Cross-Sectional STM,” Journal of
Crystal Growth, vol. 425, pp. 110-114, 2014.

H.J. Haugan, G.J. Brown, B.V. Olson, E.A. Kadlec, J.K. Kim, and E.A. Shaner, “Demonstration of Long Minority
Carrier Lifetimes in very Narrow Bandgap Ternary InAs/GalnSb Superlattices,” Applied Physics Letters, vol. 107,
p. 131102, 2015.

B.V. Olson, E.A. Kadlec, J.K. Kim, J.F. Klem, S.D. Hawkins, and E.A. Shaner, “Intensity- and Temperature-De-
pendent Carrier Recombination in InAs/In As1-x Sbx Type-Il Superlattices,” Physical Review Applied, vol. 3, p.
044010, April 2015.

D. Zuo, R. Liu, D. Wasserman, J. Mabon, Z-Y. He, S. Liu, Y-H. Zhang, E.A. Kadlec, BV. Olson and E.A. Shaner,
“Direct Minority Carrier Transport Characterization of InAs/InAsSb Superlattice nBn Photodetectors,” Applied
Physics Letters, vol. 106, p. 071107, 2015.

J. Aytac, BV. Olson, J.K. Kim, E.A. Shaner, S.D. Hawkins, J.F. Klem, M.E. Flatte, and T.F. Boggess, “Tempera-
ture-Dependent Optical Measurements of the Dominant Recombination Mechanisms in InAs/InAsSb Type-2
Superlattices,” Journal of Applied Physics, vol. 118, p. 125701, 2015.
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Multifunctional Integrated Sensors (MFISES)
173269 | Year 2 of 2 | Principal Investigator: B. D. Homeijer

Project Purpose:

Self-powered autonomous sensor systems would be a great benefit for many national security
applications, including border and infrastructure security, soldier health monitoring, and clandestine
operations. Large channel count wireless arrays on structures such as pipelines and autonomous
sensors for clandestine applications are just two applications where replacing a battery is either
impractical or dangerous. The applications are vast and most proposed solutions are specific to the
given application. This work, in collaboration with Stanford University, is focused on developing
self-powered multifunctional sensor nodes to achieve generic sensing platforms suitable for
wireless network integration and real-time monitoring in a range of applications. The architecture
of the node includes: 1) devices and electronics to harvest, manage, and store electrical energy, 2)
a multifunctional sensor, 3) a low-power microcontroller, and 4) low-power communications. This
research is focused on the sensor and energy harvester components.

The proposed sensor nodes will provide pivotal enabling technology in the emerging technologies of
autonomous wireless sensor networks. Current sensor node technologies are cumbersome by wiring
requirements to meet power demands, limited in deployment duration by expendable power sources,
and are designed to measure only a single parameter. Incorporating on-board multi-functional energy
scavenging with a multi-functional sensor would greatly increase the utility and potential deployment
space of the sensing networks.

Summary of Accomplishments:

A low power wireless sensor system consisting of various types of sensors and energy harvesting
devices, coupled to power management, low power microcontroller and a low power transceiver
was developed. This effort completed fabrication of two generations of multifunctional integrated
sensors and has demonstrated the capability of measuring ten parameters (temperature, humidity,
air speed, air flow direction, light intensity, pressure, magnetic field strength, three-axis acceleration)
using a single chip. To our knowledge, this represents the highest degree of functional integration
demonstrated in a MEMS sensor. The concept was to build a “Swiss Army Knife” sensor: a compact
device useful in many different applications. This design requires lower power, reduces package size,
and decreases the cost of the sensors compared to ten individual devices. Extensive cross-sensitivity
testing has been conducted to be able to deploy the sensors and our fundamental findings are
applicable to general sensor design and operation. Stanford is currently fabricating a next-generation
sensor that reduces the chip size 25 times and encapsulates the inertial sensors in a hermetically
sealed chamber. The second next-generation sensors add additional sensing capability, will be more
stable in operation, and require less power than the first generation devices.

Significance:

Currently, there are no platforms that are available with the vast capabilities we have proposed.
Successful maturation of this technology to a deployable sensor platform could impact a variety

of missions, with applications ranging from unattended ground sensing for security to biological
monitoring for real-time soldier health information. With this type of sensor architecture, the
designer is focusing on their application instead of wireless technologies, enabling faster deployment
of time critical applications.

Refereed Communications:

C.L. Roozeboom, B.E. Hill, V.A. Hong, C.H. Ahn, E.J. Ng, Y. Yang, M.A. Hopcroft, and B.L. Pruitt, “Multifunction-
al Integrated Sensor Monitoring,” presented at the Hilton Head Solid-State Sensors, Actuators and Microsystems
Workshop, Hilton Head, SC, 2014.

C.L. Roozeboom, V.A. Hong, C.H. Ahn, E.J. Ng, Y. Yang, B.E. Hill, M.A. Hopcroft, and B.L. Pruitt, “Multifunctional
Integrated Sensor in a 2x2 mm Epitaxial Sealed Chip Operating in a Wireless Sensor Node,” presented at the
2014 IEEE 27th International Conference on MEMS (MEMS 2014), San Francisco, CA, 2014.

C.L. Roozeboom, B.E. Hill, V.A. Hong, C.H. Ahn, E.J. Ng, Y. Yang, TW. Kenny, M.A. Hopcroft, and B.L. Pruitt, “Multi-
functional Integrated Sensors for Multiparameter Monitoring Applications,” Microelectromechanical Systems, vol.
24, pp. 810-821, July 2015.
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Optical Polarization Based Genomic Sensor
165707 | Year 3 of 3 | Principal Investigator: R. Polsky

Project Purpose:

Fluorescence-based detection of DNA can offer exquisite signal-to-background ratios, with high
specificity. However, photobleaching, whereby fluorescent probes transition to a dark state under
prolonged excitation, necessarily limits detection sensitivity. Furthermore, fluorescence detection
requires relatively intense, narrow band excitation light sources, as well as expensive dichroic/

band pass optical filters to isolate signal, whose alignment tolerances may preclude deployment in
rugged environments. Thus, there is a clear need to explore alternative optical sensing paradigms

to alleviate these restrictions. Bio-templated nanomaterial synthesis has become a powerful
concept for developing new platforms for biosensing. We will explore innovative genomic sensing
methodologies based on interactions between light and nanoparticle assemblies. Rod-shaped, noble
metal nanoparticles (nanorods) have been shown to strongly interact with light in a resonant fashion.
This interaction can be many thousand-fold larger than fluorescent dyes, and does not suffer from
photobleaching. However, the full potential of this phenomenon has yet to be realized. We propose
to use nucleic acid hybridization as a means to link metal nanorods end-to-end, or nanoparticles onto
DNA origami structures, in order to create particle assemblies that are predicted to display unique
properties for sensing specific genomic sequences. We will characterize the nanorod-DNA assemblies
in complex media and explore the tunability of the optical properties of gold nanorod assemblies

via dissimilar aspect ratios and widths and varying coupling geometries via DNA tertiary structures.
Finally, we will synthesize nanorods exploring various surfactants to modulate binding strength of
surfactant and DNA probe.

In order to take advantage of the unique optical properties of gold nanorods as fluorescent probes
for DNA detection, a fundamental understanding of their optical properties needs to be achieved-
specifically, with respect to how bio-templating through hybridization events can be used to produce
dramatic optical enhancements. Both the characterization and ability to organize nanorods have yet
to be studied.

Summary of Accomplishments:

Bio-templated nanomaterial synthesis has become a powerful concept for developing new platforms
for biosensing, as the biomolecule of interest can act as part of the sensing transducer mechanism.
We have shown that DNA origami can be used to immobilize gold nanoparticles in very precise
localized arrangements. The placement of the gold nanoparticles in linear chains along the origami
backbone was demonstrated with specific control over the number of nanoparticles in series from
1-8 nanoparticles. While a single nanoparticle immobilized showed only a transverse surface plasmon
resonance (TSPR) absorption spectra, as do free nanoparticles, the 2 to 8 configurations resulted in
an additional localized surface plasmon resonance (LSPR) peak. The interparticle interactions mimic
nanorod absorption characteristics with each distinct nanoparticle series behaving like nanorods
with differing aspect ratios. We believe that this effect has possible implications in novel DNA sensing
schemes. We also explored the use of in situ transmission electron microscopy (TEM) as a novel
characterization method for DNA-nanoparticle assemblies and showed that using TEM to measure
interparticle distances when DNA bridging is involved must be looked at with the caveat that drying
effects oftentimes produce artifacts that are confused with real results.

Significance:

Optical fluorescence-based DNA assays are commonly used for pathogen detection and consist of

an optical substrate containing DNA capture molecules, binding of target RNA or DNA sequences,
followed by detection of the hybridization event with a fluorescent probe. Vast opportunities exist to
improve current optical-based genomic sensing approaches. For these reasons, there is a clear need
to explore alternative optical sensing paradigms to alleviate these restrictions. We explored the use
of DNA origami structures to immobilize gold nanoparticles in very precise localized arrangements to
produce unique optical absorption properties that have implications in novel DNA sensing schemes.
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Piezoelectric Nano-Optomechanical Systems
173496 | Year 2 of 3 | Principal Investigator: M. Eichenfield

Project Purpose:

The field of nano-optomechanical systems (NOMS) involves the properties of photon-phonon
interactions confined to nanoscale volumes. Optomechanical crystals (OMCs) are man-made
metamaterial NOMS that allow both light and sound vibrations to be confined within the nanoscale
volume, where they strongly interact. Experiments on OMCs have been used to test quantum

limits and study the quantum effects in mechanical systems due to their exquisite sensitivities to
mechanical motion. However, many potentially groundbreaking applications of these systems are still
outstanding.

An unexplored regime is NOMS in optically transparent piezoelectric materials, such as aluminum
nitride and lithium niobate. Previous devices were fabricated using silicon and silicon nitride, which
are not piezoelectric. However, Sandia has developed new capabilities in the micromachining of
piezoelectric thin films, and these capabilities could and should be used to study optomechanics in
piezoelectric materials.

In addition to more standard photon-phonon interactions, piezoelectric NOMS also include
electromechanical-piezoelectric interactions, coupling charge distributions to light and mechanical
vibrations. The dynamics of these systems are largely unexplored and offer myriad possibilities for
study of fundamental properties and potential applications.

Creating piezoelectric NOMS is an extremely worthwhile goal, but it is also extremely challenging.
To make these devices, one needs to precisely fabricate nanoscale systems in materials like lithium
niobate and aluminum nitride, which are difficult to fabricate and still experimental compared to
more standard complementary metal-oxide semiconductor (CMQOS) materials. Moreover, there are
theoretical, numerical, and experimental challenges to solve to design and test such devices.

This work is in collaboration with the University of New Mexico.
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Programmable Piezoelectric RF Filters
165708 | Year 3 of 3 | Principal Investigator: C. Nordquist

Project Purpose:

The project purpose was to create a new class of programmable radio frequency (RF) filters with
the high quality factor (Q) of acoustic filters and the large tuning range of electromagnetic filters.
This addresses a key gap for RF front ends because miniature high Q (Q >1000) reconfigurable
filters currently do not exist due to the inability to tune acoustic resonators and the large size of
electromagnetic resonators. This filter technology will enable new, smaller, and more efficient RF
systems that tune and adapt to changing future mission needs.

We explored using microelectromechanical system (MEMS) switches to modulate the coupling of a
transducer finger to an aluminum nitride (AIN) piezoelectric film. Varying the distance between the
MEMS switch finger and the substrate from nanometers to micrometers changes the electric field in
the piezoelectric film, which modifies the electromechanical transduction of the signal. The finger is
weakly coupled to the AIN film and inactive in the upstate, and is strongly coupled and active in the
downstate. This ability to achieve high-contrast switching of these fingers enables real-time synthesis
and tuning of key building blocks for piezoelectric filters: transducers, reflectors, and couplers.
Changing the effective width and pitch of the fingers in these sections changes the filter center
frequency and bandshape, enabling RF filters that are widely reconfigurable and adaptive.

Summary of Accomplishments:
This project achieved several significant accomplishments towards the goal of demonstrating
switched RF filter technology.

We developed and demonstrated an integrated AIN resonator/MEMS capacitive switch technology.
During this project, we performed several fabrication iterations of this technology, which
monolithically integrates AIN contour-mode-resonators and capacitive MEMS switches using a single
common release process. In addition to providing the targeted intra-resonator switching and tuning,
it also provides the ability to perform integrated impedance-based tuning of resonator circuits and
filters using low-loss MEMS switched capacitors instead of lossy solid state varactors or transistor
switches.

We demonstrated the first MEMS-based on/off switching of a contour-mode resonator. The first
devices showed 30 dB of switching with a Q of approximately 400, and later improved devices
showed 35 dB of switching with a Q >2000. These first-ever demonstrations proved the concept of
using a MEMS switch finger to modulate the coupling of a transducer finger to a piezoelectric and

are a key advance towards reconfigurable resonators based on the technology. We analyzed and
developed several switched transducer and filter designs with up to 40 separately actuated fingers.
Finite-element-method and coupling-of-modes modeling were used to explore candidate designs for
switched filters and MEMS switches. Fixed transducers with changing finger placement demonstrated
transducer-tuning approaches and over several design iterations, we improved damping and crosstalk
in the switched resonators. We explored using switchable Bragg reflectors for resonator tuning

and discovered and explored thickness limits of reflectors on AIN. We identified and quantified a
performance trade-off in which the reflectivity of a Bragg finger increases with metal thickness,

but beyond a certain point an unbalanced acoustic medium appears to increase the reflector loss.
Understanding this effect is important for future AIN contour-mode filters using Bragg reflectors but
has not been predicted by modeling or discussed in prior literature.

Success required solving challenges in acoustic device modeling, microelectromechanics, and
integration. We used modeling and experiments to explore the fundamental coupling mechanisms in
the MEMS switches that serve as the fingers of an acoustic filter. Finite element modeling was used
to simulate and optimize the piezoelectric device structures and MEMS switches, while coupling

of modes modeling was used to simulate the cascaded transducer sections. Additionally, several
integration and fabrication challenges were overcome to integrate the MEMS switches with the
transducer fingers. The resulting technology and knowledge represents a unique capability that
advances filter state of the art.
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Significance:

This project provided a first-ever exploration of reconfigurable acoustic resonators and filters, which
are key components for future government and commercial RF systems. This exploration provided
discoveries in micromechanical devices and acoustic devices, and generated a unique capability to
integrate MEMS capacitive switches with acoustic resonators. Specific knowledge advances include
the understanding of transducer coupling across narrow gaps, the limitations of Bragg reflector
thickness, improvements in MEMS switch design, and improvements in MEMS fabrication and release
processes. The underlying design, fabrication, modeling, and characterization approaches will benefit
future national security projects in RF filters and devices.

Refereed Communications:
C.D. Nordquist and R.H. Olsson, “Radio Frequency Microelectromechanical Systems,” Wiley Encyclopedia of Elec-
trical and Electronics Engineering, available online, December 2014.
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Reduced Dimensionality Lithium Niobate Microsystems
173126 | Year 2 of 3 | Principal Investigator: M. Eichenfield

Project Purpose:

Next-generation optical and radio frequency (RF) communications components require
unprecedented bandwidth, low power, efficiency, and small size. Because of its superior piezoelectric
coupling, low acoustic/optical loss, high nonlinear optical susceptibility, and optical transparency
over broad wavelengths (350 to 5200 nm), lithium niobate (LiNbO,) has found widespread use in RF
filters, laser frequency doublers, and acousto-optic (AO) devices. We propose a new class of acoustic,
optical, and AO devices with orders of magnitude improvements in bandwidth, power consumption,
efficiency, and size enabled by reducing the dimensionality of LiNbO, structures. By micromachining
LiNbO, into suspended structures where the thickness and in-plane features are on the order of,

or much smaller than, the acoustic/optical wavelength, the already outstanding piezoelectric and
optical properties of LINbO, can be significantly enhanced, with corresponding improvements in
device performance. We propose to demonstrate these theoretical performance benefits in a novel
AO modulator. Several scientific and technical problems must be solved including the realization of
suspended LiNbO, structures with the desired small features, optical and acoustic properties and the
modeling and co-design of AO structures in strongly anisotropic materials.

We will utilize Sandia’s unique and extensive microfabrication and ion beam facilities to realize thin
LiNbO3 membranes with precisely controlled nanoscale features-a significant challenge for this
brittle anisotropic material. We will use our experience in finite-element, plane-wave expansion,

and finite-difference time-domain modeling to explore and simultaneously optimize the acoustic

and optical device properties in this highly anisotropic media, where the piezoelectric and optical
coefficients and wave velocities vary considerably with the material cut and propagation direction.
Using this platform we will demonstrate the co-confinement and coherent phase matching of acoustic
and optical waves in an AO photonic/phononic crystal waveguide, enabling high diffraction efficiency
(> 80%), low power (< 10 mW), and operation at frequencies in excess of 1 GHz-surpassing current
AO devices.
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Robust Operations and Algorithms for Quantum Information Systems
178675 | Year 2 of 2 | Principal Investigator: T.S. Metodi

Project Purpose:

Quantum information processing (QIP) is a disruptive technology promising transformative advances
in information processing (including sensing, computation, and communication). Despite progress
toward practical QIP, tremendous challenges exist. Chief among these is the fragility of quantum
information to noise and the overhead required to actively suppress noise in quantum systems. We
propose to engineer passive resilience to noise into the quantum system itself, which consists of both
the gates implemented in the underlying hardware and the higher-level algorithms. Our research
will proceed via two mutually supporting themes: 1) development and verification of robust physical
guantum gates and 2) development of intrinsically robust quantum algorithms and topologically
protected quantum operations. These themes will work together and build upon each other toward
the ultimate goal of enabling reliable special-purpose QIP applications.

QIP has well-known disruptive applications in the long-term but with few near-term applications. Our
proposal aims to show that innovative, specialized hardware and algorithms for few-qubit devices
may solve important problems in the near term and will blaze a path for further efforts that capitalize
on such opportunities.

Summary of Accomplishments:

Trapped lons: Accurate noise characterization requires large amounts of experimental gate data.
In order to achieve this characterization, we developed fully automated trapped-ion data collection
utilities that can be run autonomously. We also developed an improved single-qubit Gate Set
Tomography protocol and have applied it to both stand-alone broadband number 1 (BB1) control
sequence-compensated microwave gates. Our results are as follows:

e We demonstrated the first high-fidelity single-qubit gate in surface traps characterized with the
Glutathione S-Transferase (GST) protocol: error rate 1.3e-4

o We demonstrated state-of-the-art identity gate in surface traps characterized with the GST
protocol: error rate 6e-5

Si-based Qubits and Gates: We developed a method for testing whether a charge can be moved
adiabatically between the donor and dot location and numerically quantified the expected adiabatic
transit times. Using this method, we accomplished the following:

¢ Demonstrated observation of coherent donor-dot rotations
o First demonstration of a logical qubit between a quantum dot and single donor

e Demonstrated donor-dot two-qubit operation between nuclear spin and metal-oxide-
semiconductor (MOS) singlet-triplet) S/T qubit

e Demonstrated the first MOS-system S/T qubit
e Demonstrated a new latching read-out for high fidelity S/T read-out

Topological Operations and Algorithms: We developed a universal gate set for topological operations
that significantly reduces the overhead of error correction. We also developed a stabilizer-based
faulty-logic gate simulator for topological codes assuming generic physical noise. For algorithms,

we demonstrated a simple quantum experiment relying on dissipative state engineering for state
preparation. In addition, in order to study robustness, we developed tools for simulating small
guantum algorithms under different noise conditions.

Significance:

This work seeks to develop and prototype functioning quantum devices and their associated
algorithms that realize transformative advances in information sensing, processing, and
communication.
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Seebeck Enhancement via Quantum Confinement in MOSFET’s: Towards Monolithic
On-Chip Cooling
173128 | Year 2 of 3 | Principal Investigator: I.F. EI-Kady

Project Purpose:

We propose to utilize quantum confinement effects in 2D electron- (2DEG) and hole- (2DHG) gases
in metal-oxide-semiconductor field-effect transistor (MOSFET) structures to enhance the Seebeck
coefficient (S) and subsequently the thermoelectric figure-of-merit ZT given by (S?*sigma/k)T; where
sigma and k are the electrical and thermal conductivities, respectively.

The interdependence of the three Z components makes it extremely difficult to optimize them
concurrently. As such, almost all existing literature on Z employ an “Edisonian” approach where

the focus is on the enhancement of only one of its three components, leaving the remaining two to
chance. Furthermore, while most of the effort has been focused on either engineering k or s, given
the relative ease in modifying their values, virtually no effort has focused on engineering S, despite
its quadratic power in Z. The fundamental problem with such an approach is that electrical and
thermal conductivities are interrelated: attempts to reduce k by incoherent phonon scattering often
inadvertently also scatter electrons resulting in a reduction in sigma, thus yielding no net gain in ZT.

Our approach is based on previous theoretical research postulating that the S of a low-dimensional,
high-mobility system, such as a 2DEG/2DHG, can be greatly enhanced as compared to the bulk
material. Thus, we seek to demonstrate such an enhancement in Si and SiGe based depletion-mode
MOSFETs operated under inversion, wherein the inversion channel functions as a high-S quantum
confined system. Our models predict an S enhancement factor of 2 and 1.6 or more for these systems,
respectively.

The objective of this work is to demonstrate, for the first time, the quantum confinement effects on
S. This is a high-risk, high-return project with major experimental and theoretical hurdles whereby
unique concurrent enhancement of all three Z components is predicted.
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The Anatomy of the Minority Carrier-Atomic Cluster Interaction in Semiconductors
173127 | Year 2 of 3 | Principal Investigator: B. L. Doyle

Project Purpose:

The purpose of this project is to use light ion beam induced charge (IBIC) to detect damage cascades
generated by a single heavy ion, and thereby reveal details of the shape of the cascade and the physics
of recombination of carriers that interact with the cluster. IBIC measurements of damage cascades
will improve the accuracy of theoretical models used to predict electrical degradation in devices
exposed to radiation environments. In addition, light ion IBIC detection of single ion-induced damage
could be used to locate single ion implantation sites in quantum computing applications.

This project uses Sandia’s unique nanolmplanter (nl) technology to produce heavy ion-induced
collision cascades in p-n diodes, simulating cascades made by primary knock-on atoms. The nl is also
used to perform highly focused scans that generate IBIC signals. The IBIC signal produced by each
light ion maps regions of lower charge collection efficiency without incurring further damage.
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Vertically Injected Ultraviolet Laser Diodes
188288 | Year 1 of 3 | Principal Investigator: M. H. Crawford

Project Purpose:

Extension of laser diodes (LDs) throughout the ultraviolet (UV) spectral region is thus far unrealized
but would be a significant technological breakthrough. Such compact, rad-hard lasers are of interest
for fluorescence-based bioagent sensing, trapped-ion quantum computing, and technologies in

the solar-blind region (<280 nm). To date, however, milliwatt (mW) class UV LDs are limited to
pulsed operation at longer wavelengths (>335 nm) due to materials challenges of AIGaN wide-
bandgap semiconductors. One major roadblock is the lack of an electrically conductive, lattice-
matched substrate, yielding non-radiative defects and forcing lateral-injection designs that limit
performance by current crowding and heating. A second roadblock is the deep acceptor levels that
preclude thermal activation of holes needed for effective p-type doping. Finally, little is known

about the dominant contributions to optical loss in these laser structures, frustrating device design
optimization. To overcome these challenges, we propose to explore three primary thrusts. First, we
will move beyond sapphire substrates to develop templates based on micro-patterned bulk GaN
substrates. This approach will simultaneously achieve benefits of vertical-injection laser designs,
crystallographically cleaved facets, and reduced threading-defect densities. We will then apply these
lasers to quantify contributions of p-type doping to optical loss in UV AlGaN lasers for the first time.
We will further explore the potential for magnesium-doped superlattices to enable polarization-field-
based activation of holes for enhanced p-type doping. Our overall goal is to apply these advances to
demonstrate lasers at < 335 nm, thereby achieving the shortest wavelength mW-class LDs to date.

This project has the potential to advance the state of the art in ultra-violet (UV) laser diode (LD)
performance. The work is high risk, given the formidable materials challenges of wide-bandgap
semiconductors and proposed innovative approaches that have not been previously realized for UV
LDs.
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Visible Quantum Nanophotonics
186113 Year 1 of 3 | Principal Investigator: A.J. Fischer

Project Purpose:

Applications for ultraviolet (UV)/visible lasers are many and include free space and underwater
communications, solid state lighting, biosensing, free space directed energy, quantum communication,
and atomic clocks. All of these applications will benefit greatly from improvements in two key
characteristics: electrical-to-optical energy-conversion efficiency, and directability. At one extreme,
low-power applications need maximum useful work for minimum energy consumption; at the other
extreme, high-power applications are typically heat sink limited at the source and target-localization-
limited at the sink.

The key to past improvements in efficiency and directionality has been simultaneous control over
electron and photon confinement (in real space) and densities of states (in reciprocal space). Though
past improvements have been revolutionary, practical devices use one-dimensional structures:
qguantum wells for control of electrons and Fabry-Perot-like cavities for control of photons. Even
more revolutionary improvements are possible when control is extended to more than one dimension.

In this project, we propose to develop a quantum nanophotonics laser architecture in the visible
that enables practical control over electrons and photons in more than one dimension. We propose
to control electrons by fabricating quantum dots (QDs) with precision spatial and spectral control.
Photons will be controlled using photonic crystals and specifically, we propose to investigate
photonic-crystal surface-emitting laser (PCSEL) architectures, again with precision spatial and
spectral control. Ultimately, such quantum nanophotonic QD-PCSELs could enable unprecedented
efficiency and directability and, thus, wide “forward” fan-out to the applications mentioned above;
and wide “backward” fan-out to science questions associated with a new and unexplored regime of
mesoscale quantum optics.
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Zero-Power Wake-Up Device
173132 | Year 2 of 2 | Principal Investigator: R. W. Brocato

Project Purpose:

The pyroelectric demodulator is a microwave/radio frequency (RF) microelectronic component
invented at Sandia and covered by Sandia-owned patent. Prior to this project, basic pyroelectric
demodulator prototypes were fabricated using bulk materials, and these demonstrated the potential
of this device for passive tag applications. However, in order to produce devices that are useful

to potential users in the tag and radio frequency identification (RFID) community, it is essential

to greatly improve device performance. Key users in the tag community at Sandia have given us a
goal of -70 decibel-milliwatts (dBm) for minimum device sensitivity, versus our initial bulk device
measurement of -23 dBm. To achieve this set goal, we must first develop a process for monolithic
device fabrication using microelectromechanical systems (MEMS) fabrication techniques. Since the
pyroelectric demodulator is a thermal device rather than a semiconductor device, it also requires
fabricating devices with successively smaller physical sizes and progressively more tightly controlled
thermal pathways. Then, we need to answer fundamental questions about what is ultimately
achievable in fabricating these devices. We do not understand the theoretical underpinnings of
noise sources that will limit optimum device performance. Our development work is necessary both
to provide a framework for understanding factors that determine the voltage responsivity, and for
providing a basic understanding of noise sources that will determine the noise equivalent power.

Summary of Accomplishments:

We produced pyroelectric demodulators using a succession of processing and design improvements
while also advancing our understanding of the underlying science and engineering of such devices.
Specifically, we met the four objectives called out in our project. First, we packaged and tested legacy
devices and established a performance baseline by testing existing microwave diodes, the closest
competitor to the unique pyroelectric demodulator. Second, we created a succession of improved
lead zirconate titanate-based device designs and processes, leading to both improved devices and an
improved understanding of the science underlying those devices. Third, we prepared lithium niobate
wafers using wafer bonding and crystal-ion-slicing to obtain device-suitable material. Fourth, we
created pyroelectric demodulators with good responsivity performance using lithium niobate.

The responsivity performance of the devices that we produced falls short of the numerical goals that
were initially proposed. However, the performance of the devices that we fabricated was greatly
improved by our proposed processing and design improvements. We outlined a series of steps that
can be pursued to further improve device performance, and to likely meet the numerical goals.

Significance:

We demonstrated that the input carrier frequency bandwidth of the pyroelectric demodulator can

be made to be extremely wide, without a fundamental limit. This implies that the device should be
usable at millimeter and submillimeter wave frequencies. Also, we demonstrated that the pyroelectric
demodulator has the unique property of a wideband and adjustable modulation bandwidth. This
enables the device to be used in a two stage zero-power receiver, as explained in our patent
application. This also enables the device to have a unique advantage for wireless, unpowered sensors.

These concepts are receiving strong interest from the defense community, because they could

help enable communication to remote devices by reducing the logistical demands and burdens of
battery usage. Batteries have been a problem in many areas for the defense community in recent
years. Recent results released from the Army Research Laboratory Public Affairs Office indicate that
batteries make up 20 percent of the weight soldiers carry in theater, and an infantry battalion spends
more than $150,000 per year on batteries. Our goal is to reduce this problem by eliminating the need
for batteries in passive RFID and sensor tags.
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Radiation Effects & High Energy Density Sciences

The Radiation Effects and High Energy Density Science Investment Area seeks to advance science
and engineering in the areas of radiation effects sciences, dynamic material properties, high energy
density science, and pulsed power science. The goal of the radiation effects sciences area is to ensure
that engineered systems are able to operate as intended in radiation environments they encounter,
with a particular interest in developing pulsed power technologies, innovative experimental
techniques, and novel diagnostics that could scale to higher energy drivers.

Projects
Anion-Neutron Electron-Gamma SIMulation System for Radiation Testing of Optical Components for

Weapons Systems - NGOSIM 206
Application of Enhanced Photocurrent Models 207
Cavity Electron Density Measurements within Pulsed Radiation Environments 208
Compact Models for Defect Diffusivity in Semiconductor Alloys 209
Creating the Foundation of Next-Generation Pulsed Power Accelerator Technology 210

Direct Observation of Electrothermal Instability Structures in the Skin Layer of an Intensely Ohmically

Heated Conductor 211
Electrical Breakdown Physics in Photoconductive Semiconductor Switches (PCSS) 213
Evaluation of Warm X-Ray Bremsstrahlung Diodes on Z 215
Exploring New Frontiers in Kinetic Physics in Inertial Confinement Fusion 216

Extending the Accessible Range of Strain Rates on Z using Continuously Graded-Density Flyers Fabricated

RADIATION EFFECTS & HIGH ENERGY DENSITY SCIENCES

using Sputter Deposition 218
Fiber Optic Streak Spectroscopy of Gas Cells in Extreme Radiation Environments 219
High Pressure Pre-Compression Cells for Planetary and Stellar Science 220
Implementing and Diagnosing Magnetic Flux Compression on Z 222
Investigating Laser Preheat and Applied Magnetic Fields Relevant to the MagLIF Fusion Scheme................... 224
Measuring Plasma Formation, Field Strength, and Current Loss in Pulsed Power Diodes 225
Modeling of Nonlocal Electron Conduction for Inertial Confinement Fusion 226

20
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Next-Generation Multiscale Plasma Codes

227

Predictive Modeling of Aging and Degradation of Materials in Extreme Environments

228

Radiation Susceptibility of Memristive Technologies in Hostile Environments

229

Study of Complex Power Flow Structures using Self-Consistent Particle-in-Cell (PIC) Calculations

Wavelength Conversion Arrays for Optical and X-Ray Diagnostics at Z

Z-Pinch X-Ray Sources for 15-60keV
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An ion-Neutron Electron-Gamma SIMulation System for Radiation Testing of Optical
Components for Weapons Systems - NGOSIM
173192 | Year 2 of 3 | Principal Investigator: B. L. Doyle

Project Purpose:

The NGOSIM project is developing a capability on the lon Beam Laboratory Tandem accelerator
facility to quantify the performance degradation of optical components when exposed to hostile
radiation environments. The Qualification Alternatives to the Sandia Pulsed Reactor (QASPR)
program has demonstrated the utility of using high-energy ions and electrons to simulate the
displacement damage and ionization in electronics caused by neutrons and gamma rays at fluxes
previously only available on SPR-IIl and HERMES-III (much larger historical facilities, now retired).
This year, the instrumentation in the QASPR-1I and Il endstations has been modified to enable the
diagnostics of optoelectronic components. We performed ion-only exposures (MeV C, Si, Ge, and O)
on laser-illuminated GaAs rad-hard photovoltaic (PV) diodes, and measured the degradation of the
induced photocurrent. Plots of charge collection efficiency (CCE) vs. the 1-MeV-equivalent-neutron-
fluence of the ions matched similar measurements made on the Annular Core Research Reactor.

By comparing CCE measurements to analytical calculations made with the Hecht equation and to
computer simulations performed with the Silvaco ATLAS drift/diffusion solver, we have discovered
that CCE degrades with the square root of fluence in partially depleted photodiodes at low fluences.
We are studying the relationship between CCE degradation at high fluences and the reduction of
both recombination lifetime and mobility in accordance with the Messenger-Spratt equation. Also
this year, we have irradiated photodiodes simultaneously with an ion beam and with an electron
gun, thus simulating the displacement damage caused by neutrons and the ionization effects caused
by electrons generated through Compton scattering of gamma rays. The development of a new
NGSIM-O irradiation capability at Sandia will be the first of its kind to experimentally measure

the response of optical devices to mixed neutron and gamma irradiations that 