The Dissertation Committee for David Martin Rosewater certifies that this is the approved version of the following dissertation:

Battery Energy Storage Control: Modeling, Uncertainty, and Applications

Committee:

Surya Santoso, Supervisor

Ross Baldick

Hao Zhu

Qin (Alex) Huang

Grani Hanasusanto

Raymond Byrne
Battery Energy Storage Control: Modeling, Uncertainty, and Applications

by

David Martin Rosewater

DISSertation
Presented to the Faculty of the Graduate School of The University of Texas at Austin in Partial Fulfillment of the Requirements for the Degree of

Doctor of Philosophy

The University of Texas at Austin
May 2020
Dedicated to my loving partner Kit and to our acrobat.
Acknowledgments

This research was funded by the U.S. DOE OE, Energy Storage Program. I would like to thank Dr. Imre Gyuk for supporting research to improve control systems for grid energy storage technologies. I would like to thank my manager, Dr. Babu Chalamala, for his unwavering support of my academic ambitions.

I would like to thank Dr. Ross Baldick for his patience in helping me learn optimization, Dr. Raymond Byrne, for his continued mentorship at Sandia, and the rest of my committee for their support and guidance.

Lastly, I wish to thank my advisor, Dr. Surya Santoso, for giving me a chance in the program and for his continued guidance and support throughout the last four years. I am extremely grateful for his skill in mentoring, for his ability to teach the skills needed for technical publication, and for his time and attention.

This dissertation describes objective technical results and analysis. Any subjective views or opinions that might be expressed in the paper do not necessarily represent the views of the U.S. Department of Energy or the United States Government.
Battery energy storage systems (BESS) can restore flexibility to power systems that grow increasingly constrained from proliferation of variable renewable power and retirement of fossil-fuel based generation. BESS are often controlled through an energy management system (EMS), which may not have access to detailed, physical models developed by battery manufacturers. The research outlined in this dissertation makes substantive contributions to quantify, reduce, and ultimately account for the effects of battery system modeling uncertainty on energy management and control. Battery models for optimal control are reviewed in detail and metrics for their accuracy and uncertainty are derived. Optimal parameter identification and adaptive modeling methods are developed to reduce model uncertainty as much as possible. As some uncertainty always remains, a method for risk-averse model predictive control for BESS is developed to account for uncertainty and hedge control decisions to reduce optimistic shortfall. Lastly, the potential for controller performance improvement to bolster the value of BESS on the grid is demonstrated. Together,
more accurate, adaptive models working in conjunction with risk-adverse control algorithms dismantle the impacts of model uncertainty on energy storage grid integration. These contributions represent an advance to the state-of-the-art in the engineering methods for addressing molding uncertainty in BESS control.
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Chapter 1

Introduction

This chapter outlines the research carried out in this dissertation to understand, reduce, and control modeling uncertainty in battery energy management systems. It begins in Section 1.1. with an overview of the services that battery energy storage provides on the grid, and how energy management systems are critical to maximizing these services. The motivation to develop improved solutions and the specific research objectives are explicitly stated in Section 1.2. The original research contributions along with the resulting publications are summarized in Section 1.3.

1.1 Background and Motivation

As power systems around the world integrate renewable energy resources to reduce harmful air pollution and carbon emissions, a significant amount of energy storage will be necessary in maintaining grid reliability and low energy prices throughout the transition [1]. Fundamentally, large swings between energy scarcity and oversupply are the natural result of a grid composed of variable generation and load. These swings are partly addressed through smart grid controllers that make wind and solar resources more controllable and demand response programs that makes load more controllable. Battery energy storage, which can serve as both generation and load, restores flexibility to power systems that grow increasingly constrained from prolifera-
tion of variable renewable power and retirement of fossil-fuel based generation. Storage provides flexibility through a variety of grid services, each of which counteracts variations in the availability (scarcity or oversupply) of energy by absorbing energy when it is available or inexpensive, then supplying energy when it would otherwise be inaccessible or costly. Changes in the availability of energy, at specific locations in the grid, often result in changes in the value of energy to specific economic agents (including energy storage operators). For services where changes in locational value are foreseeable, agents can anticipate and react to the availability of energy based on forecasts of the supply and demand of grid services. Grid services that meet these criteria include energy price arbitrage, peak load management, peak supply management (in cases where supply would otherwise be curtailed), and renewable generation firming. When a storage operator is supplying one or more of these services, they can integrate forecasts into proactive control decisions to improve effectiveness. Grid services that do not meet these criteria, as they are not based on predictable changes in the locational value of energy, include uninterruptable power supply, frequency regulation, voltage support, spinning reserve, and inter-area oscillation damping. For these services, proactive control is either infeasible (cannot forecast) or trivial (a forecast would not change the operator’s decisions).

The potential benefits of energy storage are highly sensitive to the service life and the installation cost per effective power and energy capacities [1][2]. Battery energy storage controllers are critical to the energy transition because they maximize a device’s effective power and energy while increasing service life. The energy storage controller, often a sub-process within an Energy Management System (EMS), makes these decisions recursively, through
a mathematical algorithm, while observing system states to reach a desired condition. A variety of algorithms are available for making optimal decisions based on forecasts of grid service demand. These algorithms are tailored to the mathematical form of the energy storage system model and the optimization objective. Linear models and objectives can be solved efficiently with a linear programming (LP) algorithm while models with temporal-path-dependence may require dynamic programming (DP) or model predictive control (MPC) to solve. Once the optimal decision has been found and implemented by the controller, time advances and the forecast is updated with new information.

For energy storage controllers, there are two primary sources of uncertainty. First, changes in the value of grid services can be difficult to predict and the underlying load, meteorological, and price forecast models can be imprecise. Deterministic control is especially vulnerable to forecast uncertainty as decisions are made based on predicted events that may never occur. Second, the energy storage system model may be inaccurate. Mismatches between the model employed and the real system can jeopardize the robustness of the controller as decisions are made based on dynamics that the real equipment may not be capable of. Further, because of degradation over calendar and cycle life, electrochemical storage system dynamics can change over time, compounding model mismatch. Robust control can, at least partially, compensate for both of these sources of uncertainty by minimizing the suboptimality of decisions according to the controller’s risk tolerance. If a controller is wholly risk adverse, decisions are made based on the worst case scenario within the distribution of possible outcomes, while greater risk tolerance can be handled with value-at-risk objectives. However, more accurate service forecasts, and more accurate energy storage system models, lead to decisions that will be closer to the true
optimal decisions only available from a priori knowledge or hindsight. Given that value forecasting models have already been the subject of extensive study, the research presented here focuses on the aspects of optimal control unique to battery storage, namely the models used to represent battery energy storage system (BESS) dynamics.

1.2 Objectives

The overall objective of this dissertation is to advance the state-of-the-art in battery energy storage control by quantifying and reducing the effects of uncertainty from battery models on grid integration and operation of BESS. This research is expected to improve the ability and reliability of BESSs to supply grid services.

The specific research objectives are stated below:

Objective 1: Perform a Review of the Mathematical Models used for Optimal Control of Electrochemical Energy Storage Systems

Within the BESS model itself, there are two linked sources of uncertainty: unrepresented dynamics and performance variability [13][14]. The battery model most widely used in power system research is also the simplest. Energy reservoir type models represent a battery’s energy capacity in kWh. This simplification means that many of the dynamic, non-linear relationships between voltage, current, temperature, and chemical concentrations in batteries are unrepresented. An overly simplistic controller model can generate significant uncertainty in the energy that is available for charge or discharge. An observer, watching the battery’s performance over time, would see an apparent variability in the energy capacity of the battery. However, performance
variability is a result of an imperfect model. By using a more precise model, a BESS controller can reduce observed variability and achieve higher and more consistent performance. Selecting the best model for a given application can take unnecessary, extensive research which many companies do not have the resources to perform. Battery modeling is complex and quickly changing, and there have been no comprehensive or critical reviews to help engineers navigate the subject.

This objective presents the state-of-the-art in controller design based on models that mathematically represent the physical dynamics and constraints of batteries. As unrepresented dynamics can lead to suboptimal control, a review of these models will help engineers navigate the range of available design choices and helps researchers by identifying gaps in the field. When choosing a BESS model, implicit assumptions are made about which physical dynamics are important to the controller’s operation and which can be ignored. The aim of this objective is to review the forms and functions of BESS models with critical attention to their advantages, disadvantages, and characteristics.

**Objective 2: Develop Algorithms for Reducing Uncertainty in Controller Battery Models**

Once an appropriate battery controller model has been selected, picking model parameters can be a daunting task. Battery manufacturers often consider certain parameters to be proprietary and so do not provide such information to the engineers designing controllers. Experimental procedures have been developed to estimate parameters, though these procedures can involve expensive laboratory equipment and/or a significant amount of time to perform. Ideally, the controller would pick its own model parameters based on operational data, though the algorithms available for this task are nascent at
This objective is to develop methods to minimize the uncertainty of BESS controller models. This is accomplished through the development of experimental procedures, optimal parameter estimation algorithms, and adaptive models.

**Objective 3: Develop Methods for Risk-Averse and Robust Optimal Control of BESS**

With the BESS control model uncertainty reduced as much as is feasible, controllers can potentially account for the remaining uncertainty in their control decisions through risk-averse and/or robust control. These methods, commonly applied in finance and operations research, enable a controller to hedge its decisions to prevent the worse-case scenario (robust control) or to make large losses less likely (risk-averse control). This kind of control works whenever the benefits of an energy storage service have asymmetric risk. Asymmetric risk in the context of battery control is whenever the downside of overestimating performance outweighs the potential upside of underestimating performance. For example: in peak load management, a battery is used to reduce the peak electrical load as much as possible. If a controller overestimates battery capacity, the battery may run out of energy prematurely and fail to reduce the peak at all. Algorithms for risk averse control in BESS are rarely used and underdeveloped.

This objective is to develop and demonstrate a methodology to design advanced BESS controllers that are able to account for model uncertainty and hedge decisions against asymmetric risk. This is accomplished by shaping the model’s uncertainty to consistently and reliably underestimate performance according to a quantitative risk tolerance parameter.
Objective 4: Demonstrate the Potential for Controller Performance Improvement to Maximize the Benefits of BESS in Power Systems

When calculating the cost of battery systems per kW, kWh, or operational life, the control system is generally not considered to be an important factor. However, effective control systems are critical to the integration of BESS on the grid and can act as a performance and life multiplier. A controller cannot literally make a 1 MW battery inverter supply 2 MW but controller improvements can use the 1 MW battery to reduce a customer’s peak electrical load as if it were a larger battery. Research that demonstrates how controller improvements directly translate to improvements in the services provided by batteries will help to clarify this blind-spot in the field.

This objective is to demonstrate how controller improvements can use the same hardware to greater effect, thereby reducing costs, increasing revenue, and generally maximizing whatever benefits are being derived from the BESS.

1.3 Original Research Contributions and Dissertation Outline

The research and analysis conducted in this dissertation, as illustrated in Fig. 1.1, broadly improves battery system controllers by managing controller model uncertainty in three ways: 1) by improving the methods for appropriate model selection, 2) by reducing the uncertainty of the selected model as much as possible, and 3) by explicitly representing the remaining quantified model uncertainty. Model selection is performed by finding the simplest model that represents the necessary physical dynamics, to an appropriate degree of both physical salience and model order. Physical dynamics broadly include charge, temperature, and degradation modeling domains, while specific technologies
may also include pressure, volume, or other domains. Physical salience refers to the degree to which the domain model matches the underlying physical mechanism, the most prominent example of which is the distinction between energy, charge, and chemical concentration based state-of-charge models. Lastly, the model order refers to how many parameters are used to approximate a given function (e.g. open-circuit-voltage) or the number of cells explicitly modeled in the controller.

Once a model is selected, its uncertainty is reduced as much as possible through experimental analysis and adaptive modeling. By performing a range of tests on a given device and optimizing a model from the collected data, the model uncertainty can be minimized. Additionally, after a system is operational, data can be collected and used to keep uncertainty low as battery performance changes over time and use. Both methods can be used to calculate and explicitly represent model uncertainty within the controller itself.
Uncertainty is quantified by both state forecast error and by parameterizing models with random variables.

These methods are applied to improve the performance of BESS control systems and to perform risk-averse control. Advanced, high performance BESS controllers are shown to reduce the required size of, or increase the accrued benefits from, BESS in a range of power system applications. Risk-averse control is able to hedge control decisions against asymmetric downside loss in critical applications. Together, high performance risk averse control has the potential to maximize the impact of BESS to integrate renewable power and maintain the reliability, resilience, and efficiency of the electric grid.

The remainder of this section identifies the original research contributions made while achieving the objectives of this dissertation. Major contributions are those that significantly advance the state-of-the-art while minor contributions simply fill in gaps in understanding and only impact the state-of-the-art in aggregate. The section also provides a list of all the publications resulting from this research and outlines the organization of this dissertation.

**Contributions to Objective 1**

The contribution made while achieving Objective 1 is to perform a comprehensive review of the mathematical models used for optimal control of battery energy storage devices. The goal of this work is to understand the forms and functions of BESS models with critical attention to their advantages, disadvantages, and characteristics. This research helps navigate the complex trade-offs involved in designing a BESS controller. Chapter 2 describes the state-of-the-art in battery system modeling for optimal control (**major**), compares each model’s relative strengths and weaknesses (**minor**), and identifies several gaps (**minor**).
The work described in [13] demonstrates the importance of model selection for optimal control by providing several example controller designs. Simpler models may overestimate or underestimate the capabilities of the battery system. Adding physical dynamics can improve accuracy at the expense of model complexity and computation time.


Contributions to Objective 2

The contribution made while achieving Objective 2 is to reduce the uncertainty of the selected controller models using experimental analysis and operational data. Chapter 3 describes the application of a uniform testing protocol to a battery energy storage system. The Protocol for Uniformly Measuring and Expressing the Performance of Energy Storage [16] enables fair benchmarking and comparison of different storage technologies. The work described in [17], applies the protocol to a 1-megawatt rated energy storage system to collect application experience and data that will help standards development organizations to adapt and adopt the protocol with confidence and clarity (minor). The work additionally develops new energy storage performance metrics that provide more information to the device owner (minor). Improvements in testing methodologies is one way of reducing model parameter uncertainty.

Chapter 4 develops a method of calculating optimal parameter values for a state-of-charge model using operational data along with methods of quan-
tifying model accuracy. State-of-charge (SoC) forecasting models are widely used in smart grid battery energy storage control design and optimization. The work described in [15] presents three advances to the area of BESS SoC forecasting. First, the work introduces two example models, the energy reservoir model (ERM) and the charge reservoir model (CRM), that are configured for calculation of optimal parameters (minor). Second, the work develops a method for optimal ERM and CRM parameter selection using operational data to minimize RMS forecast error (major). Third, the work proposes a framework for SoC forecast model accuracy assessment based on three metrics: mean RMS error, 90% high error threshold, and 90% low error threshold (minor). The mean RMS error is a single intuitive metric for direct accuracy comparison, whereas the high and low thresholds represent the charge/discharge schedule error margins achievable when using the model. These models and methods were then implemented on two example lead-acid battery systems, and the results were compared to conventional parameter selection methods using the proposed model accuracy framework.

Chapter 5 describes a method or in situ parameter, and parameter uncertainty, estimation. The work described in [14] develops a process for using operational data to steadily improve the accuracy of an EMS model and calculate the modeling uncertainty for use in risk-averse control (minor). The process starts with an initial parameter set, which can be based on manufacturer ratings or rough order of magnitude guesses. This parameter set is significantly smaller than alternative methods. It then takes operational data and filters out days that do not meet certain requirements for salience and quality. Qualifying data are then used to estimate candidate model parameters, whose accuracy is then tested on the most recent qualifying day not
used for the estimate. This process improves EMS modeling accuracy, reducing modeling error, as qualifying data are supplied over time and use. By applying this process, the EMS maintains an up-to-date and accurate model to work with in optimizing charge and discharge. The work demonstrates the effectiveness of the adaptive modeling process using real world data (minor).


**Contributions to Objective 3**

The contribution made while achieving Objective 3 is to incorporate an understanding of uncertainty into the controller itself to shape its decisions to be more robust. Chapter 6 describes a risk averse model predictive controller design for battery energy storage systems. The work described in [18] develops and demonstrates an advanced methodology for designing BESS controllers under time of use (ToU) price arbitrage and peak demand charge management...
applications. A state-of-the-art ERM is used as the baseline for control performance comparison. The proposed CRM based model predictive controller outperforms the ERM based controller by achieving a lower total electric bill when pseudo-empirically applied in an example scenario \textit{(major)}. Because peak load management has asymmetric risk for overestimating available energy, the uncertainty of the CRM is shaped to consistently underestimate capacity. This risk-averse CRM yields better controller performance than the ERM and is more robust to variations in BESS performance than the CRM \textit{(major)}. This methodology for designing BESS controllers can be applied in a broad range of energy storage applications, wherever the risk profile of a scheduled service is asymmetric.


**Contributions to Objective 4**

The contribution made while achieving Objective 4 is a broad demonstration of the potential for advanced controllers to improve the performance and value of battery energy storage systems. Chapter 7 designs a controller for stabilizing a synchronous generator using both the field voltage and real power injection by a battery energy storage system \textit{(minor)}. The power system stabilizer, described in \cite{19}, is enhanced with both low frequency transmission and energy storage. The optimal steady-state optimal feedback control is designed as a linear quadratic regulator, including a needed reduced order observer, to improve stability. Chapter 8 describes an advanced control algorithm for smoothing out the fluctuations in distribution system voltage \textit{(minor)}. The
work described in [20] designs a method for selecting real and reactive power from energy storage devices connected to the distribution system to smooth ac voltage. Rather than smoothing PV power, smoothing voltage directly is able to counteract the voltage impacts of PV, whether or not the energy storage is co-located with the PV. Chapter 9 develops a optimal battery controller using SoC, temperature, and degradation models (minor). Because battery degradation is highly dependent on both charge and temperature, a controller that accounts for all three physical domains is able to make better control decisions. The work described in [21] demonstrates how a model predictive controller can be tuned to optimally reduce a customer’s electrical bill, while constrained to a 5, 10, 15, or 20 year planned operational life.


In summary, this dissertation yields the following key technical contributions:

- Provides a review of the battery system model selection options for optimal controllers
  - (major) Provides an complete review of the range of battery energy storage models used in optimal control design (Chapter 2).
  - (minor) Compares each model’s relative strengths and weaknesses (Chapter 2).
  - (minor) Identifies gaps in the state-of-the-art of battery modeling that can serve as opportunities for future research (Chapter 2).

- Develops new methods for uncertainty minimization using experimental and operational data
  - (major) Develops a new method for selecting optimal parameter values based on operational data presented (Chapter 4).
  - (minor) Applies a uniform test protocol to a grid scale energy storage system to reduce performance uncertainty (Chapter 3).
  - (minor) Develops new energy storage performance metrics that provide more information to the device owner (Chapter 3).
  - (minor) Reformulates two SoC forecasting models to be conducive to parameter optimization (Chapter 4).
  - (minor) Develops a new framework for quantifying model accuracy (Chapter 4).
  - (minor) Develops a process for the EMS to calculate and improve the accuracy of its control model using the operational data produced by the battery system (Chapter 5).
- (minor) Demonstrates the effectiveness of the adaptive modeling process using real world data (Chapter 5).

- (major) Enables the application of a more accurate, but non-convex, battery system model by calculating upper and lower bounds on the globally optimal control solution (Chapter 6).

- (major) Modifies battery controller model to consistently underestimate capacity by a statistically selected margin, thereby hedging its control decisions against normal variations in battery system performance (Chapter 6).

- (minor) Demonstrates the effectiveness of controller improvements for maximizing the value of grid energy storage assets

  - (minor) Designs and demonstrates an advanced controller that is able to optimally stabilize a synchronous generator, over a range of frequencies, using both field voltage and a co-located energy storage system (Chapter 7).

  - (minor) Designs and demonstrates an advanced controller to smooth grid voltage using energy storage in distribution systems with high penetration PV (Chapter 8).

  - (minor) Designs and demonstrates an advanced control system to optimally reduce a customer’s electrical bill using a BESS, subject to a minimum operational life constraint (Chapter 9).
Chapter 2

Battery Energy Storage Models for Optimal Control

As batteries become more prevalent in grid energy storage applications, the controllers that decide when to charge and discharge become critical to maximizing their utilization. Controller design for these applications is based on models that mathematically represent the physical dynamics and constraints of batteries. Unrepresented dynamics in these models can lead to suboptimal control. Our goal is to examine the state-of-the-art with respect to the models used in optimal control of battery energy storage systems (BESSs). This review helps engineers navigate the range of available design choices and helps researchers by identifying gaps in the state-of-the-art.

BESS models can be classified by physical domain: state-of-charge (SoC), temperature, and degradation. SoC models can be further classified by the units they use to define capacity: electrical energy, electrical charge, and chemical concentration. Most energy based SoC models are linear, with vari-

---


The dissertator was the principle investigator for this research including collecting and organizing literature sources, programming example applications, writing/editing the article itself, and responding to peer review comments. Co-authors helped plan the scope of the article, located additional sources in their areas of specialty, and conducted multiple rounds of technical review.
ations in ways of representing efficiency and the limits on power. The charge
based SoC models include many variations of equivalent circuits for predicting
battery string voltage. SoC models based on chemical concentrations use ma-
terial properties and physical parameters in the cell design to predict battery
voltage and charge capacity. Temperature is modeled through a combination
of heat generation and heat transfer. Heat is generated through changes in en-
tropy, overpotential losses, and resistive heating. Heat is transferred through
conduction, radiation, and convection. Variations in thermal models are based
on which generation and transfer mechanisms are represented and the number
and physical significance of finite elements in the model. Modeling battery
degradation can be done empirically or based on underlying physical mech-
nisms. Empirical stress factor models isolate the impacts of time, current,
SoC, temperature, and depth-of-discharge (DoD) on battery state-of-health
(SoH). Through a few simplifying assumptions, these stress factors can be
represented using regularization norms. Physical degradation models can fur-
ther be classified into models of side-reactions and those of material fatigue.

This chapter demonstrates the importance of model selection to optimal
control by providing several example controller designs. Simpler models may
overestimate or underestimate the capabilities of the battery system. Adding
details can improve accuracy at the expense of model complexity, and com-
putation time. Our analysis identifies six gaps: deficiency of real-world data
in control literature, lack of understanding in how to balance modeling detail
with the number of representative cells, underdeveloped model uncertainty
based risk-averse and robust control of BESS, underdevelopment of nonlinear
energy based SoC models, lack of hysteresis in voltage models used for con-
trol, lack of entropy heating and cooling in thermal modeling, and deficiency
of knowledge in what combination of empirical degradation stress factors is most accurate. These gaps are opportunities for future research.

**Contributions** of this chapter were identified as follows: (major) provided an complete review of the range of battery energy storage models used in optimal control design, (minor) compared each model’s relative strengths and weaknesses, and (minor) identified gaps in the state-of-the-art that can serve as opportunities for future research.

### 2.1 Introduction

BESS can play an integral role in resilient and efficient power systems because of their ability to provide a range of energy services [12]. One of the fundamental problems in BESS integration within the electric power grid is designing control systems to maximize the value of energy services provided [22]. BESS models used in control systems formally represent assumptions about the physics underlying the conversion and storage of electrical energy. The BESS model is a critical element of effective control and operation of BESS that, ultimately, enables more resilient and efficient power systems.

The control objective for a BESS often involves minimizing an objective function (e.g., cost to the operator) subject to the constraints of the system. The controller must decide settings for both real and reactive power (decision variables), within limits on power, energy, state-of-charge (SoC), voltage, current, temperature, and state-of-health (constraints). Unlike in electric vehicles or consumer electronics (where the controller is an element of the battery management system (BMS) [23]), the BESS controller is an element of the energy management system (EMS), which is responsible for issuing control decisions for all devices within its purview (e.g., a home, building, microgrid, etc.). The
BMS and EMS can share hardware and have overlapping responsibilities, as shown in Fig. 2.1 and often do not share a BESS model. Models used in BMSs are often developed by the battery manufacturers themselves and hence can contain detailed information about underlying chemical process not available to an EMS controller. Further, for applications that require accuracy at very high sample rates, such as power system stability, the inverter can have its own battery model for dynamic optimal control. This chapter focuses on optimal BESS control design within the EMS and so falls between the established fields of optimal control and battery modeling.

The methods for designing optimal controllers for energy storage systems have already been reviewed in [22]. Example methods as applied to BESS include model predictive control (MPC) [24–27], and linear quadratic regulator (LQR) control [19,28]. While there are large differences between the methods for designing controllers, at the core of any approach is a model of the battery system. In this chapter, we will largely ignore what method is used to design the controller, instead focusing on the commonalities and differences between the models.
BESS models mathematically represent the physical dynamics and constraints of real systems. When choosing a BESS model, implicit assumptions are made about which physical dynamics are important to the controller’s operation and which can be ignored. If a model ignores a state variable (e.g., temperature) that ends up as a constraining factor in the physical system, the control will be suboptimal. Similarly, if a model inaccurately represents a system state variable (e.g., battery state-of-charge), the controller will have to constantly correct for the modeling error and again will be suboptimal. However, consideration of which state variables to include and what physical dynamics to represent must inevitably be balanced with the complexity of the model and the computational burden of the controller \[3, 29, 30\]. The chart in Fig. 2.2 conceptually illustrates the trade-off between model accuracy and complexity. The model categories to the left on the chart are simple enough for control design and do not require detailed knowledge of battery cell construction and chemistry. At some level of model complexity there is a tipping point where the improvements in accuracy are too costly, in terms of computation or level of information required, to be useful in control design. Further, as there are thousands of individual cells in a BESS, there is logically some point at which it is better to represent more cells at the same level of detail rather than increasing the level of detail. These points are different depending on application and technology.

The goal of this chapter is to review the forms and functions of BESS models with critical attention to their advantages, disadvantages, and characteristics. This work will help readers navigate the complex trade-offs involved in designing a BESS controller. To explicitly define the scope of this review, we start with a general optimal control problem and then add detail relevant
Figure 2.2: Illustration of the trade-off between model accuracy and complexity (computational complexity equates to CPU time, and model accuracy has also been referred to as “predictability” [3]).

to BESS in order to classify different aspects of battery models. A general optimal control problem is formulated in:

\[
\begin{align*}
\min_{x \in \mathbb{R}^m} & \quad f(x) \\
\text{subject to:} & \quad g(x) = [0] \\
& \quad h(x) \leq [0]
\end{align*}
\]

where \( x \) is a vector of decision variables, \( m \) is the total number of decision variables (roughly equal to number of BESS model variables \( \times \) the number of time steps in the optimization time horizon), \( f : \mathbb{R}^m \rightarrow \mathbb{R} \) is the objective function, \( g : \mathbb{R}^m \rightarrow \mathbb{R}^r \) is a vector of equality constraints, and \( h : \mathbb{R}^m \rightarrow \mathbb{R}^w \) is a vector of inequality constraints. In general, for BESS applications, the objective function to be minimized can be split into two terms: an objective associated with battery operation and degradation \( (f_b) \) and an objective associated with
the service being provided \((f_s)\). Further, the sets of constraints can be split into constraints dealing with the service (e.g., peak load constraint) and constraints based on the equipment (e.g., maximum battery voltage). This split is formalized in the multi-objective optimization problem in:

\[
\begin{align*}
\min_{x \in \mathbb{R}^m} & \quad f_s(x) + f_b(x) \\
\text{subject to:} & \quad g_s(x) = [0] \\
& \quad g_b(x) = [0] \\
& \quad h_s(x) \leq [0] \\
& \quad h_b(x) \leq [0]
\end{align*}
\]

The purpose of splitting the problem up is to isolate the components of the battery model \((f_b, g_b, \text{and } h_b)\), as distinct from those of the service model \((f_s, g_s, \text{and } h_s)\).

This chapter conducts a review of the battery model components of the problem in (2.1.2). Specifically, the objective functions \(f_b(x)\) and constraints \(g_b(x)\), and \(h_b(x)\) associated with optimal control of BESS. The inequality constraints \(h_b(x) \leq 0\) ensure safe operation and battery longevity (e.g., preventing over-temperature \(T \leq T_{\text{max}}\), where \(T\) is the battery temperature, and \(T_{\text{max}}\) is the maximum temperature). The equality constraints generally represent a battery’s physical dynamics and the mathematical relationships between variables (e.g., \(p_{\text{dc}} = v_{\text{bat}} i_{\text{bat}}\), where \(p_{\text{dc}}\) is the dc power, \(v_{\text{bat}}\) is the battery voltage, and \(i_{\text{bat}}\) is the battery current). The expression \(f_b(x)\) represents the BESS’s contribution to the objective function based on the control action (e.g., where the objective is to minimize costs, \(f_b(x)\) may be \(C_{\text{Eol}} \dot{\phi}\), where \(C_{\text{Eol}}\) is the end-of-life cost and \(\dot{\phi}\) is the rate of change in state-of-health (SoH)). Our goal is to
present the advantages and disadvantages of various models to inform design and further research on optimal control of BESS.

This chapter is organized as follows. Section 2.2 establishes an example scenario used in each model domain section to demonstrate its application. Section 2.3 introduces the various models for state-of-charge, Section 2.4 discusses temperature models, and Section 2.5 discusses battery degradation models. Each of these sections first introduces the model’s functions, state variables and physical dynamics, and then includes a representative controller design. Section VI discusses broad trends and observations on the state-of-the-art including identified gaps, and Section VII provides a summary and conclusions.

2.2 Problem Statement

In this chapter we introduce models for different battery system dynamics. To illustrate the impact of different classes of models on control system performance, a representative controller is formulated for each modeling domain. This section establishes our example scenario in the form of a problem statement. A summary of scenario assumptions can be found in Table 2.1.

We consider a commercial electrical customer billed for both time-of-use (ToU) energy and peak-demand charges. This customer decides to purchase and install a battery to reduce their electricity bill. The customer’s energy contract charges 9 ¢/kWh during off-peak hours, 11 ¢/kWh during partial-peak hours, and 15 ¢ during peak hours according to the schedule in Fig. 2.3 (top) [10]. The utility then charges a $50/kW service fee according to the peak net load measured during the billing period. This price is consistent with demand charges in specific localities in California and New York [31]. The load
data used for this problem, as shown in Fig. 2.3 (bottom), are adapted from the EPRI test circuit ‘Ckt5’ loadshape, normalized to a 1.0 MW peak [4]. We will assume that the load and price are known a priori. Without the battery, the total bill would be calculated according to:

\[ f_s = \Delta t \mathbf{w}^T \mathbf{l} + \max(\mathbf{l}) \nu \]  

(2.2.1)

where \( \mathbf{l} \in \mathbb{R}^n \) is the load (kW) over time, \( \mathbf{w} \in \mathbb{R}^n \) is the ToU energy price ($/kWh) over time, \( \nu \) is the service fee in $/kW for peak net load measured during the billing period, and \( \bullet^T \) denotes a vector’s transpose. We use a time-step \( \Delta t = 15 \text{ minutes} \) (0.25 hours), and \( n = 96 \) (1 day). For this problem we assume that the net-load is always greater than zero. The total baseline electrical bill for this day is $52,080 ($50,000 demand, $2,080 energy). With the addition of a BESS that can supply (-), or absorb (+), power \( p \), the customer’s total bill can be modified to:

\[ f_s(p) = \Delta t \mathbf{w}^T (\mathbf{l} + p) + \max(\mathbf{l} + p) \nu \]  

(2.2.2)

where \( p \) is the battery system power that element wise subtracts from \( \mathbf{l} \) when the battery system is discharging. The problem formulation can be expressed as: design an optimal battery dispatch control scheme that minimizes the customer’s total bill subject to the constraints of the battery and the customer’s system. The dispatch is open-loop, and we do not consider modeling uncertainty in this control scheme. Hence, we do not consider the mismatch between the controller model and a real system. Research into the effects of modeling uncertainty on BESS controller performance is presented in Chapter 6.
2.3 State-of-Charge Models

Electrochemically, a battery cell’s SoC is related to the concentration of the limiting active species in the relevant reaction at the associated electrode \[5\]. This physical association however, breaks down when the electrochemical definition of SoC is applied to strings as the thought experiment in Fig. 2.4 illustrates. The SoC of two cells in series can’t simply be averaged without abstracting its definition. When referring to BESS, it is more common to use
an empirical definition of SoC, represented in:

\[
\text{State of Charge} \triangleq \frac{\text{Available Capacity}}{\text{Nominal Capacity}}
\]  

(2.3.1)

which is the ratio of available to nominal capacity. Normalizing SoC to the range \([0,1]\) or \([0\%,100\%]\) is an intuitive simplification, especially as nominal capacity can change over time, but it is not mathematically necessary to do so. In this context, capacity can be measured in energy with units of kilowatt-hours (kWh), charge with units of ampere-hours (Ah) or in concentration with units of moles-per-liter (mol/L). Constraints on SoC are shown in:

\[
\varsigma_{\text{min}} \leq \varsigma \leq \varsigma_{\text{max}}
\]  

(2.3.2)

where \(\varsigma\) is the SoC, \(\varsigma_{\text{max}}\) is the maximum SoC, and \(\varsigma_{\text{min}}\) is the minimum SoC. These box constraints are often enforced by a controller to ensure safety and design life, but many alternative methods for incorporating degradation into optimal control are discussed in Section 2.5. Note that a BMS can also prevent overcharge/overdischarge by constraining SoC, but these bounds are generally set at or outside the normal operational range the controller uses.
Modeling SoC helps the controller know when in the future it is likely to encounter these limits and to make control decisions accordingly. In optimal control, SoC models inform the controller how control decisions affect future SoC and enable the controller to adjust decisions to optimize an objective. Therefore, errors in SoC models can lead to poor control performance or even infeasible solutions.

The various models for SoC can be classified by the units with which they define nominal and available capacity according to (2.3.1). Models that define capacity in units of energy (kWh) can be classified as energy reservoir models (ERMs), those which define it in units of charge (Ah) can be classified as charge reservoir models (CRMs), and those which define it in units of concentration (mol/L) can be classified as concentration-based models. ERMs, discussed in Section 2.3.1, do not include dc voltage or current, so they generally have fewer variables and constraints. This simplification can lead to unrepresented physical dynamics that can, under some circumstances, have negative effects. CRMs, discussed in Section 2.3.2, include expressions to represent current-voltage (I-V) dynamics which can improve accuracy at the expense of increased model complexity. Concentration based models, discussed in Section 2.3.3, include many parameters associated with the specific electrochemical reaction and cell design that can predict battery dynamics. Each has its appropriate applications in control design as well as difficulties and drawbacks. Table 2.2 shows a summary of these trade-offs as discussed in detail in the following subsections.
<table>
<thead>
<tr>
<th>Model Type</th>
<th>Parameters</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERM: no efficiency losses or self-discharge</td>
<td>$Q_{cap}$, $s_{max}$, $s_{min}$, $p_{max}$, $p_{min}$, $S_{max}$, $p.f_{min}$</td>
<td>convex constraints, lowest computational burden</td>
<td>assumes extremely narrow operational conditions</td>
<td>[27,32–37]</td>
</tr>
<tr>
<td>ERM: with linear efficiency losses, self-discharge, and kinetic-model constraints</td>
<td>$Q_{cap}$, $\eta$, $p_{sd}$, $s_{max}$, $s_{min}$, $p_{max}$, $p_{min}$, $m_1$, $b_1$, $m_2$, $b_2$, $S_{max}$, $p.f_{min}$</td>
<td>convex constraints, simple to parameterize</td>
<td>inaccurate when operated over a range of voltage, current, or SoC</td>
<td>Without kinetic-model: [26, 38–49]. With kinetic-model: [6,50]</td>
</tr>
<tr>
<td>ERM: nonlinear</td>
<td>$Q_{cap}(s,T)$, $\eta(s,T)$, $p_{sd}(s,T)$, $s_{max}$, $s_{min}$, $p_{max}$, $p_{min}$, $m_1$, $b_1$, $m_2$, $b_2$, $S_{max}$, $p.f_{min}$</td>
<td>potential for higher accuracy depending on accuracy of nonlinear functions</td>
<td>nonlinear models increase complexity and computational burden</td>
<td>[51–53]</td>
</tr>
<tr>
<td>CRM: no dynamic voltages</td>
<td>$p_{dc}(p)^<em>$, $C_{cap}$, $\eta_c$, $i_{sd}$, $v_{oc}(s)^</em>$, $R_0$, $s_{max}$, $s_{min}$, $p_{max}$, $p_{min}$, $i_{max}$, $i_{min}$, $v_{max}$, $v_{min}$, $S_{max}$, $p.f_{min}$</td>
<td>high accuracy for low sample rate, long duration model forecast</td>
<td>nonlinear models increase complexity and computational burden</td>
<td>[54–60]</td>
</tr>
<tr>
<td>Model Type</td>
<td>Parameters</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>References</td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>------------</td>
<td>---------------</td>
<td>------------</td>
</tr>
<tr>
<td>CRM: with dynamic voltages</td>
<td>$p_{dc}(p)^<em>$, $C_{cap}$, $\eta_c$, $i_{sd}$, $v_{oc}(\varsigma)^</em>$, $R_0$, $R_1$, $C_1$, $R_2$, $C_2$, $S_{max}$, $S_{min}$, $P_{max}$, $P_{min}$, $i_{max}$, $i_{min}$, $v_{max}$, $v_{min}$, $S_{max}$, $p.f_{min}$</td>
<td>good accuracy for high sample rate, long duration model forecasts</td>
<td>high complexity and computational burden</td>
<td>[24,25,61,65]</td>
</tr>
<tr>
<td>SPM</td>
<td>$p_{dc}(p)^<em>$, $\Phi_p(x_{s,p,surf})^</em>$, $\Phi_n(x_{s,n,surf})^*$, $S_{max}$, $p.f_{min}$</td>
<td>good accuracy for high sample rate, long duration model forecasts</td>
<td>difficult to parameterize, much more computationally complex than the CRM.</td>
<td>[1,59,66,68]</td>
</tr>
<tr>
<td>P2D</td>
<td>$p_{dc}(p)^<em>$, $C_{cap}$, $\eta_c$, $i_{sd}$, $v_{oc}(\varsigma)^</em>$, $R_0$, $R_1$, $C_1$, $R_2$, $C_2$, $S_{max}$, $S_{min}$, $P_{max}$, $P_{min}$, $i_{max}$, $i_{min}$, $v_{max}$, $v_{min}$, $S_{max}$, $p.f_{min}$</td>
<td>similar to SPM but more accurate at high currents.</td>
<td>highest complexity and computational burden, may need simplifying assumptions for use in control</td>
<td>[29,66,69,70]</td>
</tr>
</tbody>
</table>

* Functions such as $p_{dc}(p)$ and $v_{oc}(\varsigma)$ each have many variations. The accuracy of these functions has a significant impact on the overall model’s accuracy and should be chosen to closely approximate the state variable.
2.3.1 Energy Reservoir Models

ERMs are a class of SoC model that define capacity in units of energy (kWh). An example ERM for SoC is shown in:

\[ Q_{\text{cap}} \frac{\partial \varsigma}{\partial t} = \eta e p^+ + p^- \]  \hspace{1cm} (2.3.3)

where \( \varsigma \) is the SoC, \( p^+ \) and \( p^- \) are the charge and discharge ac power respectively, \( Q_{\text{cap}} \) is the energy capacity, \( \eta e \) is the round trip energy efficiency, and \( \partial \varsigma/\partial t \) represents the rate of change of SoC.

To conveniently represent the round trip efficiency while avoiding non-linearity and non-convexity, charge power and discharge power are formulated as independent variables in (2.3.3). While this means that simultaneous charge and discharge would not violate the explicit constraints, the objective function is often structured such that there is no advantage to candidate solutions that do so. Hence, as long as energy prices are positive, and efficiency is in the range \([0,1]\), the optimal solution to a control problem with this SoC constraint will always satisfy complementary slackness between charge and discharge power. When objective does not have these properties, an additional non-linear/non-convex constraint can be added to prevent solutions with simultaneous charge and discharge \((p^+p^- = 0)\).

Rather than a constant, as shown in (2.3.3), the energy efficiency of a BESS can be a time-varying, nonlinear function of battery SoC, voltage, current, temperature, and state-of-health (SoH). Assuming a constant energy efficiency can, by extension, be an implicit assumption these states are also constant. Some of these assumptions are valid for a range of applications. SoH, for instance, changes very slowly with respect to a control horizon. Other
Table 2.4: Conversion Between Equivalent Efficiency Representations

<table>
<thead>
<tr>
<th>Type 1</th>
<th>Type 2</th>
<th>Type 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{cap} \frac{\partial \eta}{\partial t} = \eta_{cha} p^+ + p^- + p_{sd}^{(1)}$</td>
<td>$Q_{cap}^{(2)} \frac{\partial \eta_{cha}}{\partial t} = \eta_{cha}^{(2)} p^+ + \frac{1}{\eta_{dis}^{(2)}} p^- + p_{sd}^{(2)}$</td>
<td>$Q_{cap}^{(3)} \frac{\partial \eta_{cha}}{\partial t} = p^+ + \frac{1}{\eta_{dis}^{(3)}} p^- + p_{sd}^{(3)}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>From Type 1</th>
<th>To Type 1</th>
<th>To Type 2</th>
<th>To Type 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{cap}^{(1)}$</td>
<td>$Q_{cap}^{(2)} = \frac{Q_{cap}^{(1)}}{\sqrt{\eta_{cha}^{(1)}}}$</td>
<td>$Q_{cap}^{(3)} = \frac{Q_{cap}^{(1)}}{\eta_{cha}^{(1)}}$</td>
<td>$Q_{cap}^{(3)}$</td>
</tr>
<tr>
<td>$\eta_{dis}^{(1)}$</td>
<td>$\eta_{cha}^{(2)} = \sqrt{\eta_{cha}^{(1)}}$</td>
<td>$\eta_{dis}^{(3)} = \eta_{cha}^{(1)}$</td>
<td>$\eta_{dis}^{(3)}$</td>
</tr>
<tr>
<td>$p_{sd}^{(1)}$</td>
<td>$p_{sd}^{(2)} = \frac{p_{sd}^{(1)}}{\sqrt{\eta_{cha}^{(1)}}}$</td>
<td>$p_{sd}^{(3)} = \frac{p_{sd}^{(1)}}{\eta_{cha}^{(1)}}$</td>
<td>$p_{sd}^{(3)}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>From Type 2</th>
<th>To Type 1</th>
<th>To Type 2</th>
<th>To Type 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{cap}^{(2)} = \frac{Q_{cap}^{(1)}}{\eta_{dis}^{(1)}}$</td>
<td>$Q_{cap}^{(2)} = Q_{cap}^{(2)} \eta_{cha}^{(2)}$</td>
<td>$Q_{cap}^{(3)} = \frac{Q_{cap}^{(2)}}{\eta_{dis}^{(2)}}$</td>
<td>$Q_{cap}^{(3)}$</td>
</tr>
<tr>
<td>$\eta_{cha}^{(1)} = \eta_{cha}^{(2)} \eta_{dis}^{(2)}$</td>
<td>$\eta_{dis}^{(2)} = \eta_{dis}^{(2)}$</td>
<td>$\eta_{dis}^{(3)} = \eta_{cha}^{(2)} \eta_{dis}^{(2)}$</td>
<td>$\eta_{dis}^{(3)}$</td>
</tr>
<tr>
<td>$p_{sd}^{(2)} = p_{sd}^{(2)} \eta_{dis}^{(2)}$</td>
<td>$p_{sd}^{(2)} = p_{sd}^{(2)} \eta_{dis}^{(2)}$</td>
<td>$p_{sd}^{(3)} = \frac{p_{sd}^{(2)}}{\eta_{dis}^{(2)}}$</td>
<td>$p_{sd}^{(3)}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>From Type 3</th>
<th>To Type 1</th>
<th>To Type 2</th>
<th>To Type 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{cap}^{(3)} = \frac{Q_{cap}^{(3)}}{\eta_{dis}^{(3)}}$</td>
<td>$Q_{cap}^{(2)} = \frac{Q_{cap}^{(3)}}{\sqrt{\eta_{dis}^{(3)}}}$</td>
<td>$Q_{cap}^{(3)} = \frac{Q_{cap}^{(3)}}{\eta_{dis}^{(3)}}$</td>
<td>$Q_{cap}^{(3)}$</td>
</tr>
<tr>
<td>$\eta_{cha}^{(1)} = \eta_{dis}^{(3)}$</td>
<td>$\eta_{cha}^{(2)} = \sqrt{\eta_{dis}^{(3)}}$</td>
<td>$\eta_{dis}^{(3)} = \eta_{dis}^{(3)}$</td>
<td>$\eta_{dis}^{(3)}$</td>
</tr>
<tr>
<td>$p_{sd}^{(3)} = p_{sd}^{(3)} \eta_{dis}^{(3)}$</td>
<td>$p_{sd}^{(2)} = \frac{p_{sd}^{(3)}}{\sqrt{\eta_{dis}^{(3)}}}$</td>
<td>$p_{sd}^{(3)} = \frac{p_{sd}^{(3)}}{\eta_{dis}^{(3)}}$</td>
<td>$p_{sd}^{(3)}$</td>
</tr>
</tbody>
</table>

This conversion table applies equally to the ERM and CRM. For the CRM, replace variables $p^+$ and $p^-$ with $i_{bat}^+$ and $i_{bat}^-$ and parameters $Q_{cap}$ and $p_{sd}$ with $C_{cap}$ and $i_{sd}$ respectively.
assumptions, however, are only valid for a narrow operational range. How wide
the operational range can be, while the ERM remains a sufficiently accurate
approximation, depends on how flat the energy efficiency curve is with respect
to each variable. For example, changing battery voltage can change BESS
efficiency but some battery types have a wide range of SoC where the open-
circuit-voltage is nearly constant. ERMs are more accurate over a wider range
of SoC for these types of batteries than for a battery whose open-circuit-voltage
changes quickly with respect to SoC. ERMs use a simple representation of SoC
that is based on many assumptions, so it may or may not be appropriate for
a given application.

Some previous work using ERM ignore efficiency losses entirely [27,32,
34,36]. However, due to the error it incurs, this is ill-advised for controllers
that schedule SoC over any significant time horizon. Much work includes both
charge and discharge efficiencies [26,37,39,41,46]. Self-discharge power can
also be included in an ERM [26,39,41,45,48] as shown in:

\[
\frac{Q_{\text{cap}}}{\partial t} = \eta_e p^+ + p^- + p_{\text{sd}}
\]

(2.3.4)

where \(p_{\text{sd}}\) is the self-discharge power.

We refer to (2.3.4) as a Type 1 model, in that it only includes charge
efficiency. Models that include both charge and discharge efficiencies are re-
ferred to as Type 2 models, while those that only include discharge efficiency
are referred to as Type 3 models. These model types are able to produce
equivalent relationships between power and the rate of change in SoC over
time. Table 2.4 shows the conversion calculations needed to move from one
type to another while maintaining this equivalence. We use a Type 1 model
in this chapter (with \(\eta_{\text{cha}} = \eta_e\) the round trip energy-efficiency) because it has
the intuitive property that the SoC multiplied by the capacity directly reflects how much energy is expected to be available from the battery on discharge.

While most ERM use ac power, a few use dc power \[71\] by including many of the constraints in the CRM. The manufacturer dc kWh rating for batteries is calculated based on either the Ah rating multiplied by the nominal battery voltage or the energy extracted during a constant current discharge test. Hence, this approach is still subject to the inaccuracy of other ERM, over a wide operational range, if voltage is far from the nominal voltage assumed or the constant current rate used during testing.

Though it is not commonly done, all three parameters can be functions of the SoC or temperature or both \([Q_{\text{cap}}(\varsigma, T), \eta_e(\varsigma, T), \text{and } p_{\text{sd}}(\varsigma, T)]\) \[51\]. The most common version of this is SoC dependent losses \(p_{\text{sd}}(\varsigma) = m_{\text{sd}} \varsigma + b_{\text{sd}}\) where \(m_{\text{sd}}\) is the proportional power loss and \(b_{\text{sd}}\) is the power loss at \(\varsigma = 0\) \[37, 40\]. Adding nonlinearity to these functions has the potential to increase predictive accuracy over a wider operational range of SoC and warrants further investigation \[51\].

To represent the relationship between SoC and the power limits \(p_{\text{max}}\) and \(p_{\text{min}}\) a two reservoir ERM, also called the kinetic battery model, is sometimes used \[6, 50\]. The kinetic battery model splits the reservoir into available energy and bound energy as shown in Fig. 2.5 and in:

\[
(1 - c_t)Q_{\text{cap}} \frac{\partial \varsigma_1}{\partial t} = \Gamma_e (\varsigma_2 - \varsigma_1) \tag{2.3.5a}
\]

\[
c_t Q_{\text{cap}} \frac{\partial \varsigma_2}{\partial t} = \eta_e p^+ + p^- + \Gamma_e (\varsigma_1 - \varsigma_2) \tag{2.3.5b}
\]

where \(c_t\) is the fraction of total capacity in the available reservoir, and \(\Gamma_e\) is a time constant that governs the rate of energy transfer between the two reservoirs. The physical intuition of this model is that the higher the discharge
rate the more quickly the available energy is depleted, and the low-level limit of the tank is reached. The kinetic battery model type ERM is equivalent to the linear inequality constraints on power in:

\[
p_{\text{min}} \leq p \leq p_{\text{max}}
\]

\[
m_1 \varsigma + b_1 \leq p \leq m_2 \varsigma + b_2
\]

where \(p_{\text{min}}\) is the discharge power limit, \(p_{\text{max}}\) is the charge power limit, \(m_1\) and \(b_1\) are the slope and intercept of the linear power limit on discharge, respectively, and \(m_2\) and \(b_2\) are the slope and intercept of the linear power limit on charge, respectively. These constraints are encountered at high discharge rate more quickly according to the slope \(m_1\) and intercept \(b_1\). These constraints then reduce maximum power linearly as SoC approaches its minimum, the same as if the maximum power is constrained by the difference between tank levels in the kinetic battery model. The limits defined in (2.3.6) are shown in Fig. 2.6

Injection and absorption of reactive power can be an important capability for BESS in many applications [12]. While reactive power does not directly affect SoC, it can indirectly affect SoC by constraining real power. Constraints
Figure 2.6: Feasible region for ac power described by the kinetic battery model on apparent power and power factor are presented in [42]:

\[
p = p^+ + p^- \quad \text{(2.3.7a)}
\]

\[
p^2 + q^2 \leq S_{\text{max}}^2 \quad \text{(2.3.7b)}
\]

\[
\frac{|p|}{\sqrt{p^2 + q^2}} \geq p.f_{\text{min}} \quad \text{(2.3.7c)}
\]

where \(q\) is the reactive power (var), \(S_{\text{max}}\) is the apparent power limit, and \(p.f_{\text{min}}\) is the minimum power factor. While there are no direct incentives for reactive power, there might be penalties on poor power factors. Therefore in many cases, constraint [2.3.7] must be enforced.

2.3.1.1 ERM Application

In this section we solve the problem outlined in Section 2.2 with an optimal controller designed using an ERM. The ERM is used here to demonstrate its application, however, it is not the most appropriate model for this problem because of its inaccuracy over a wide range of voltage in this scenario.
In cases where the performance of the ERM model is less than desirable, it is sometimes employed because of the computational simplicity. The example scenario listed here serves to demonstrate how the ERM can be applied to solve a simple problem, and one can extrapolate it to how it could be used to solve a more complicated problem. Example parameters for the ERM are listed in Table 2.5.

We can express the constraint described in (2.3.4) between each SoC using the vector equation (2.3.8).

\[ Q_{\text{cap}} \mathbf{D} \mathbf{s} = \eta_e \mathbf{p}^+ + \mathbf{p}^- + p_{sd}[1] \quad (2.3.8) \]

where \( \mathbf{s} \in \mathbb{R}^{n+1} \) is the SoC at each time step, \( \mathbf{p}^+ \in \mathbb{R}^n_+ \) and \( \mathbf{p}^- \in \mathbb{R}^n_- \) are the ac charge and discharge power during each time step, and the matrix \( \mathbf{D} \) is defined below.

\[
\mathbf{D} = \frac{1}{\Delta t} \begin{bmatrix}
-1 & 1 & 0 & \ldots & 0 \\
0 & -1 & 1 & 0 & \ldots \\
& \ldots & \ldots & \ldots & \ldots \\
0 & 0 & -1 & 1 \\
\end{bmatrix}_{n \times (n+1)} \quad (2.3.9)
\]

The SoC constraint in (2.3.8) can be included with the kinetic battery
Table 2.5: Energy Reservoir Model Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Capacity</td>
<td>$Q_{cap}$</td>
<td>600 kWh</td>
</tr>
<tr>
<td>Energy Efficiency</td>
<td>$\eta_e$</td>
<td>65%</td>
</tr>
<tr>
<td>Self-Discharge Power</td>
<td>$p_{sd}$</td>
<td>-7 kW</td>
</tr>
<tr>
<td>Maximum Discharge Power</td>
<td>$p_{max}$</td>
<td>500 kW</td>
</tr>
<tr>
<td>Maximum Charge Power</td>
<td>$p_{min}$</td>
<td>-500 kW</td>
</tr>
<tr>
<td>Maximum SoC</td>
<td>$\varsigma_{max}$</td>
<td>95%</td>
</tr>
<tr>
<td>Initial SoC</td>
<td>$\varsigma_0$</td>
<td>60%</td>
</tr>
<tr>
<td>Minimum SoC</td>
<td>$\varsigma_{min}$</td>
<td>20%</td>
</tr>
<tr>
<td>Kinetic model discharge slope</td>
<td>$m_1$</td>
<td>$p_{min} / 10%$ *</td>
</tr>
<tr>
<td>Kinetic model discharge intercept</td>
<td>$b_1$</td>
<td>$-\varsigma_{min} \times m_1$ *</td>
</tr>
<tr>
<td>Kinetic model charge slope</td>
<td>$m_2$</td>
<td>$-p_{max} / 5%$ *</td>
</tr>
<tr>
<td>Kinetic model charge intercept</td>
<td>$b_2$</td>
<td>$-\varsigma_{max} \times m_2$ *</td>
</tr>
</tbody>
</table>

Note: these model parameters are meant to represent a typical battery system and do not necessarily reflect any specific equipment.

* These slope and intercept values are written in terms of the power and SoC limits above. The value $-p_{max} / 10\%$ indicates that the charge limit will be imposed over an SoC band of $10\%$, while $-\varsigma_{min} \times m_1$ calculates a y-intercept that makes the power limit = 0 at $\varsigma = \varsigma_{min}$. 
model constraints in (2.3.6) yielding the problem formulation in:

\[
\min_{x_{\text{ERM}} \in \mathbb{R}^{3n+2}} \Delta tw^T (l + p^+ + p^-) + \nu \tau \quad (2.3.10a)
\]

subject to:

\[
Q_{\text{cap}} D \varsigma = \eta \epsilon p^+ + \eta \epsilon p^- + \eta \epsilon p_{\text{sd}}[1] \quad (2.3.10b)
\]

\[
\varsigma_{[1]} = \varsigma_0 \quad (2.3.10c)
\]

\[
\varsigma_{[1]} = \varsigma_{[n]} \quad (2.3.10d)
\]

\[
p_{\text{min}}[1] \leq p^+ + p^- \leq p_{\text{max}}[1] \quad (2.3.10e)
\]

\[
\varsigma_{\text{min}}[1] \leq \varsigma \leq \varsigma_{\text{max}}[1] \quad (2.3.10f)
\]

\[
m_1 \varsigma + b_1[1] \leq p^+ + p^- \leq m_2 \varsigma + b_2[1] \quad (2.3.10g)
\]

\[
l + p^+ + p^- \leq \tau[1] \quad (2.3.10h)
\]

where \(x_{\text{ERM}} = \{p^+, p^-, \varsigma, \tau\} \in \mathbb{R}^{3n+2}\), and \(\tau \in \mathbb{R}\) is a dummy variable that represents the peak net load. The constraint (2.3.10c) ensures that control decisions are made based on the current estimated SoC. The constraint (2.3.10d) represents the intuitive assumption that the BESS will continue to operate after the end of the current control horizon and that the next period will be similar to this one. In this application, (2.3.10d) is used to make simulation results easier to interpret and compare. The objective has been modified to use the dummy variable \(\tau\) to represent peak load in the objective and add a constraint that it be greater than the net load at every time (2.3.10h).

In the code accompanying this chapter the minimum heat generation regularization term, described in Section 2.5.1.1 (\(\Pi ||p^+ + p^-||_2^2\), with a very small weight \(\Pi = 1e-5\)), is applied to the objective in this and each application script. This has the effect of avoiding spikes or abrupt changes in power, while not significantly impacting the minimum value achieved.
Information on numerical algorithms for solving general linear and non-linear optimization problems can be found in [72, 73]. We solve this using the Pyomo optimization modeling language [74, 75] and the Ipopt interior point optimization problem solver [76]. The solution is shown in Fig. 2.7. Note that even though the maximum discharge power is 500 kW, the battery is only able to reduce the peak net load by approximately 85 kW because of limitations on energy. The effect of the kinetic battery model can be observed around hour 10, when the battery finishes charging then pauses for one time step only to then charge at a low level to maintain 94.8% SoC. This artifact of the model is because the maximum charge rate at 95% SoC is 0 kW which is insufficient to counter self-discharge power. The ERM expects to be able to reduce the peak to 914.7 kW and it is clear from the calculated net load the schedule allocates charging to the periods of low electricity price.

The control solution reduces the total electrical bill from $52,080 (50,000 demand, 2,080 energy) to $47,837 (45,737 demand, 2,101 energy). The net effect is a $4,243, or 8.15%, reduction in the electrical bill. Note that while the demand charge is reduced significantly, the energy bill increases due to efficiency losses in the BESS.

2.3.2 Charge Reservoir Model (CRM)

CRMs are a class of BESS models that define capacity in units of charge (Ah). An example CRM is shown in:

\[
C_{\text{cap}} \frac{\partial \varsigma}{\partial t} = \eta_c \dot{i}_{\text{bat}}^+ + \dot{i}_{\text{bat}}^-
\]  

(2.3.11)
where $i^+_{bat}$ and $i^-_{bat}$ are the charge and discharge current respectively, $\varsigma$ is the battery SoC, $C_{cap}$ is the charge capacity, $\eta_c$ is the coulombic efficiency, and $\partial \varsigma / \partial t$ represents the rate of change of SoC. Like with the ERM, to conveniently represent efficiency while avoiding non-linearity and non-convexity, charge current and discharge current are formulated as independent variables in (2.3.11). Simultaneous charge and discharge is avoided in the same way, by structuring the objective function such that there is no advantage to those candidate solutions.

Peukert’s equation relates the charge capacity to the discharge rate in amps [77,78]:

$$C_{cap} = (i^-_{bat})^{k_{peu}} t_{discharge}$$  \hspace{1cm} (2.3.12)

where $k_{peu}$ is the Peukert exponent, and $t_{peu}$ discharge time before the battery
reaches its low voltage limit. Peukert’s equation is sometimes used in control design \[79\]. However, it makes several simplifying assumptions that do not make sense for optimal control applications. The parameters of Peukert’s equation assume a constant-current discharge, where 0% SoC corresponds to battery reaching its minimum voltage under load. This model implies a battery equivalent circuit, which is better to represent explicitly, and a static operating condition (constant-current discharge) which is one of the decision variables in our problem formulation.

While some previous work ignore efficiency losses \[54\text{–}58\], this may not be accurate for controllers that predict SoC over an extended time horizon for the same reason as discussed in Section 2.3.1. Self-discharge current can be included in a CRM \[55,65,80\] as in:

\[
C_{\text{cap}} \frac{\partial \varsigma}{\partial t} = \eta_c i^+_{\text{bat}} + i^-_{\text{bat}} + i_{\text{sd}}
\] (2.3.13)

where \(i_{\text{sd}}\) is the self-discharge current. While less common for CRM, efficiency in this model can be represented equivalently with Type 2 and Type 3 models as shown in Table 2.4.

Several additional constraints are needed to govern internal relationships between voltage, current, dc power, and ac power. The foundation of these is an equivalent circuit model \[62,63,81,82\]. The most common battery equivalent circuit models are shown in Fig. 2.8 and described in:

\[
\frac{\partial i_{\text{bat}}}{\partial t} = i^+_{\text{bat}} + i^-_{\text{bat}}
\] (2.3.14a)

\[
\frac{\partial v_1}{\partial t} = -\frac{1}{R_1 C_1} v_1 + \frac{1}{C_1} i_{\text{bat}}
\] (2.3.14b)

\[
\frac{\partial v_2}{\partial t} = -\frac{1}{R_2 C_2} v_2 + \frac{1}{C_2} i_{\text{bat}}
\] (2.3.14c)

\[
v_{oc} + R_0 i_{\text{bat}} + v_1 + v_2 = v_{\text{bat}}
\] (2.3.14d)
where $R_0$, $R_1$, $C_1$, $R_2$, and $C_2$ are equivalent circuit resistor and capacitor parameters. The 0\textsuperscript{th} order equivalent circuit is accurate for steady state analysis as it accounts for battery ohmic resistance $R_0$ but not any time-domain dynamic response. The 1\textsuperscript{st} and 2\textsuperscript{nd} order models are increasingly accurate for analyses requiring short time steps (roughly faster than 10 minutes between samples or $(1/600)\text{Hz}$) [61]. The R-C parallel elements of the circuit can represent different chemical reaction dynamics within battery cells: $R_1$ & $C_1$ can represent ion-diffusion (Warburg impedance) whereas $R_2$ & $C_2$ can represent anode-cathode capacitance or constant phase element [81]. Note that the time constant of the diffusion element ($\tau_1 = R_1 C_1$) is generally much larger than the time constant of the capacitance element ($\tau_2 = R_2 C_2$). The equivalent circuit’s impedance parameters can be calculated using least squares system identification [83]. These parameters can be functions of current, SoC, SoH, temperature, or any combination thereof [65].

There are many variations of these equivalent circuits. Adding a resistor across the voltage source is equivalent to making $i_{sd}$ a linear function of $v_{oc}$. Adding a resistor across the battery terminals is equivalent to making $i_{sd}$ a
linear function of $v_{\text{bat}}$. Several other configurations are discussed in [61], but it is unclear how these additions affect the accuracy of the model.

Though it is rare to do so in a controller, battery voltage hysteresis can be incorporated into the equivalent circuit model [5] as shown in:

$$\frac{\partial v_{\text{hys}}}{\partial t} = \gamma_{\text{hys}} \text{sgn}(i_{\text{bat}}) \left( M(\varsigma, i_{\text{bat}}) - v_{\text{hys}} \right) \quad (2.3.15)$$

where $v_{\text{hys}}$ is the dynamic voltage hysteresis, $\gamma_{\text{hys}}$ is a decay rate tuning constant, and $M : \mathbb{R}^2 \mapsto \mathbb{R}$ is a function that returns the maximum voltage hysteresis. Specifically, $M(\varsigma, i_{\text{bat}})$ is an empirical approximation based on experimental data that is positive for charge and negative for discharge. Alternatively, the hysteresis can be modeled using an additional charge reservoir as in [7,8]. This approach splits the total charge capacity into two states: bound charge, and available charge as shown in Fig. 2.9 and in:

$$\begin{align*}
(1 - c_f)C_{\text{cap}} \frac{\partial \varsigma_1}{\partial t} & = \Gamma_c (\varsigma_2 - \varsigma_1) \\
c_f C_{\text{cap}} \frac{\partial \varsigma_2}{\partial t} & = \eta c_i^{+} + i_{\text{bat}}^{-} + \Gamma_c (\varsigma_1 - \varsigma_2)
\end{align*} \quad (2.3.16a)$$

where $c_f$ is the fraction of total capacity in the available reservoir, and $\Gamma_c$ is a time constant that governs the rate of charge transfer between the two reservoirs. The open-circuit-voltage is then based on the available charge level only. This effectively represents energy recovery effect and is structurally similar to the discrete version of the single particle model to be discussed in Section 2.3.3.

Open-circuit-voltage $v_{\text{oc}}$, also referred to as electromotive potential or force, is the terminal voltage of the battery when measured ‘at-rest’ and is a function of the SoC, SoH and temperature of the cell. Several example
functions for $v_{oc}$ are given in:

$$v_{oc} = v_m\varsigma + v_0 \quad (2.3.17a)$$

$$v_{oc} = k_T(T - T_{ref})(m_{\varsigma} + v_0) \quad (2.3.17b)$$

$$v_{oc} = a_{\varsigma}^2 + b_{\varsigma} + c \quad (2.3.17c)$$

$$v_{oc} = \alpha_{\varsigma}^3 + \beta_{\varsigma}^2 + \gamma_{\varsigma} + \delta \quad (2.3.17d)$$

$$v_{oc} = b_k - m_k \frac{(1 - \varsigma)}{\varsigma} + c_k e^{d_k \varsigma} \quad (2.3.17e)$$

$$v_{oc} = \alpha(\varsigma)\varsigma^3 + \beta(\varsigma)\varsigma^2 + \gamma(\varsigma)\varsigma + \delta(\varsigma) \quad (2.3.17f)$$

where $v_m$ and $v_0$ are the slope and intercept of a linear $v_{oc}$ model, respectively, $k_T$ is a linear temperature adjustment, $T$ and $T_{ref}$ are the battery temperature and reference battery temperature, respectively, $a$, $b$, and $c$ are the coefficients for a quadratic polynomial fit, $\alpha$, $\beta$, $\gamma$, and $\delta$ are the coefficients for a cubic polynomial fit, $b_k$, $m_k$, $c_k$, and $d_k$ are the coefficients for a negative reciprocal and exponential function fit, and $\alpha(\varsigma)$, $\beta(\varsigma)$, $\gamma(\varsigma)$, and $\delta(\varsigma)$ are piecewise functions that collectively comprise a cubic spline. The simplest function for $v_{oc}$ is a linear approximation (2.3.17a) which can be accurate within a narrow range of SoC [24, 49, 63, 84]. A temperature adjustment can also be applied (2.3.17b) to improve accuracy [63, 80]. Polynomial approximations are also used, (2.3.17c) or (2.3.17d), but these are sometimes non-convex and so can
be more computationally intensive to work with. Another approach is to
to model $v_{oc}$ as a combination of a negative reciprocal and exponential functions
$(2.3.17e)$ \cite{85,86}. This model works better for lithium-cobalt batteries or other
chemistries with exponential curves near 100% and 0% SoC but that are rela-
tively flat and straight in a wide range around 50% SoC. Note that $(2.3.17e)$
has an asymptote at $ς \equiv 0$, and hence the model must constrain SoC to some
positive threshold to work well. Piecewise cubic splines $(2.3.17f)$ are the most
accurate \cite{61}, but these can be very difficult functions to work with in opti-
mization. Example open-circuit-voltage data along with different fit types are
shown in Fig. 2.10. Battery voltage hysteresis can alternatively be represented
within the open-circuit-voltage function by modeling $v_{oc}$ differently on charge
and discharge \cite{85}.

Battery power is modeled through Ohm’s power law:

$$p_{dc} = i_{bat}v_{bat} \quad (2.3.18)$$

where $p_{dc}$ is the dc power.

The conversion efficiency from ac to dc power, or vice versa, is some-
times ignored. When it is modeled, conversion efficiency is commonly modeled
as a constant \cite{42}. One way of modeling inverter efficiency as a constant is
shown in:

\[ p_{dc} = \phi_e p^+ + \frac{1}{\phi_e} p^- \]  

(2.3.19)

where \( \phi_e \in [0,1] \) is the conversion efficiency constant. Alternatively, a linear fit or quadratic fit can be used \[87\]:

\[ p_{dc} = \phi_m p + \phi_b \]  

(2.3.20)

\[ p_{dc} = \phi_0 p^2 + \phi_1 p + \phi_2 \]  

(2.3.21)

where \( \phi_m \) and \( \phi_b \) are the slope and intercept of a linear efficiency function, respectively, and \( \phi_0 \), \( \phi_1 \), and \( \phi_2 \) are the coefficients of a quadratic efficiency function. Inverter efficiency can be a nonlinear function of ac voltage, dc voltage, and temperature \[88\].

While CRMs normally include box constraints on SoC and real/reactive power, additional box constraints on current and battery voltage are shown in:

\[ i_{\text{min}} \leq i_{\text{bat}} \leq i_{\text{max}} \]  

(2.3.22a)

\[ v_{\text{min}} \leq v_{\text{bat}} \leq v_{\text{max}} \]  

(2.3.22b)

Unlike the ERM, it is not necessary to add SoC dependent power constraints as the voltage constraints handle these limits implicitly.

An important factor to consider is that battery cells within a string may have significantly different parameters resulting from normal manufacturing variation. When using a CRM in a controller design, there are at least three methods for accounting for distributions in parameters and states within a BESS \[81][89\]. What follows is a discussion of these methods and their relative advantages for optimal control.
“Big cell” method: This method is based on a simplification that models a battery pack as one large battery cell. In this approach, the battery voltage is the individual cell voltage multiplied by the number of cells in series, the capacity is the total capacity and so on. Intercell balancing is generally handled within the self-discharge current parameter. This method is most accurate when a string is made up of very well-matched cells, which are manufactured to have a very narrow distribution of performance. For poorly matched cells, or for cells that have degraded and hence have widened in their performance distribution, this approach is optimistic in its approximation of string capacity on both charge and discharge.

“Short board effect” method: This method uses models of the extreme cells in a string to better represent limiting factors. The maximum SoC cell and minimum SoC cell are tracked independently, each with their own decision variables and limits. The total string voltage is then the sum of the highest SoC cell voltage, the lowest SoC cell voltage, and the voltage of a “big cell” representing all remaining cells. This approach more accurately models when the string will encounter cell voltage or SoC limits. There is some increase in the computational complexity as there must be additional decision variable for voltage, dynamic voltage, and SoC as well as their associated constraint sets.

“One-by-one calculation” method: This method explicitly represents all cells in a battery pack. In cases where cells have a wide variance in capacity and coulombic efficiency, it is possible that the highest SoC cell and/or lowest SoC cell will switch cells within the control horizon. This method will be able to predict and optimize operation whichever cell is the limiting factor for a given cycle. Explicitly modeling every cell within a string also enables
the direct representation of cell balancing circuits within the controller, as in [89, 90]. This also enables the representation of unequal current splitting in parallel cells or strings. With hundreds or even thousands of cells in a grid scale BESS, this approach can easily become computationally infeasible to apply in practice.

As CRMs account for changes in battery dynamics over the range of voltage and current, they are more accurate than ERMs in applications where the SoC and charge/discharge currents vary significantly. However, given the increase in complexity, they are much more difficult to use in the design of optimal controllers. Hence, CRMs are best used in applications relying on long duration, if sparse, charge/discharge schedules (e.g., day-ahead hourly energy arbitrage). In such applications the high rate battery dynamics in (2.3.14) can often be ignored.

### 2.3.2.1 CRM Application

In this section we solve the problem outlined in Section 2.2 with an optimal controller designed around a CRM. Example parameters for a CRM are listed in Table 2.6.

The ‘CRM: no dynamic voltages’ from Table 2.2 is the most appropriate model for this problem because of the long forecast horizon, low (15 minute) time resolution, and because we are only controlling one battery system. We also use the “big battery” approach to modeling the dc battery string. Implementing the CRM into a usable format requires reformulating the differential equation for SoC defined in (2.3.11) into the vector of equality constraints as
shown in:

\[ C_{\text{cap}} \mathbf{D} \mathbf{s} = \eta_c i_{\text{bat}}^+ + i_{\text{bat}}^- \quad \text{(2.3.23)} \]

where \( \mathbf{s} \in \mathbb{R}^{n+1} \) is the vector of SoC at each time step, \( i_{\text{bat}}^+ \in \mathbb{R}_+^n \) and \( i_{\text{bat}}^- \in \mathbb{R}_-^n \) are the vectors of charge and discharge dc current respectively, and \( \mathbf{D} \) is a matrix defined above in (2.3.9). Like with the ERM, charge current and discharge current are formulated as separate decision variables. While this does not make the optimization problem convex, it does improve the convergence time of the solver (over the problem formulation with a single current decision variable per time step) without affecting the solution. The resulting problem
formulation is shown in:

\[
\min_{x_{\text{CRM}} \in \mathbb{R}^{6n+2}} \quad \Delta t \, w^\top (1 + p) + \nu \tau \\
\text{subject to:}
\]

\[
p_{dc} = \phi_0 p^2 + \phi_1 p + \phi_2 \\ p_{dc} = (i_{bat}^+ + i_{bat}^-) v_{\text{bat}} \\ v_{\text{bat}} = v_{oc[1:n]} + R_0 (i_{bat}^+ + i_{bat}^-) \\ v_{oc} = \alpha s^3 + \beta s^2 + \gamma s + \delta \\ C_{\text{cap}} D s = \eta_c i_{bat}^+ + i_{bat}^- \\
\]

\[
s_{[1]} = s_0 \\ s_{[1]} = s_{[n]} \\
p_{\text{min}[1]} \leq p \leq p_{\text{max}[1]} \\ s_{\text{min}[1]} \leq s \leq s_{\text{max}[1]} \\ v_{\text{min}[1]} \leq v_{\text{bat}} \leq v_{\text{max}[1]} \\ i_{\text{min}[1]} \leq i_{bat}^- \leq [0] \\ [0] \leq i_{bat}^+ \leq i_{\text{max}[1]} \\ 1 + p \leq \tau[1] \\
\]

where \( x_{\text{CRM}} = \{p, p_{dc}, i_{bat}, v_{\text{bat}}, v_{oc}, s, \tau\} \in \mathbb{R}^{6n+2}, p_{dc} \in \mathbb{R}^n \) is the dc electrical power provided to the battery, \( v_{\text{bat}} \in \mathbb{R}^n \) is the battery terminal voltage, \( v_{oc} \in \mathbb{R}^{n+1} \) is the battery open-circuit-voltage, and \( \tau \) is the dummy variable for peak power. The CRM includes constraints on inverter conversion efficiency \((2.3.24b)\), Ohm’s law relating dc power, voltage and current \((2.3.24c)\), the battery equivalent circuit model \((2.3.24d)\), and the open-circuit-voltage curve \((2.3.24e)\). The constraint \((2.3.24g)\) ensures that control decisions are made based on the current estimated SoC. The constraint \((2.3.24h)\) represents the
intuitive assumption that the BESS will continue to operate after the end of the current control horizon and that the next period will be similar to this one. In this application, (2.3.24h) is used to make simulation results easier to interpret and compare. Again, while simultaneous charge and discharge does not violate explicit constants, the structure of the objective ensures that solutions will comply with complementary slackness between charge and discharge current.

The resulting customer’s net load and optimal control schedule for the BESS are shown in Fig. 2.11 (a) and (b) respectively. The simulated battery current and voltage are shown in Fig. 2.11 (c) and (e) respectively. The CRM based controller expects to be able to reduce the peak load by approximately 83 kW. The peak battery voltage reached 780 V and the dc current reached -120 A on discharge. The control solution reduces the total electrical bill from $52,080 (\$50,000 demand, \$2,080 energy) to $47,948 (\$45,871 demand, \$2077 energy). The net effect is a $4,132, or 7.93%, reduction in the electrical bill.

If we assume that the example ERM and CRM represent the same physical BESS, then we can investigate which one is a better controller. We can observe that the ERM expects to be able to reduce the peak load, and the total bill, more than the CRM. If the ERM is the more accurate model, then the CRM will underutilize the batteries. However, if the CRM is more accurate, as we expect it to be, then the control solution from the ERM controller may be infeasible. This would result in suboptimal control performance and optimistic shortfall as will be discussed in Chapter 6.

### 2.3.3 Concentration Based Models

Concentration based models measure capacity in units of the concentration (mol/L) of the active materials of the electrodes. These models can
Table 2.6: Battery System Charge Reservoir Model Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge Capacity</td>
<td>$C_{\text{cap}}$</td>
<td>800 Ah</td>
</tr>
<tr>
<td>Coulombic Efficiency</td>
<td>$\eta_c$</td>
<td>94.6%</td>
</tr>
<tr>
<td>Self-Discharge Current</td>
<td>$i_{\text{sd}}$</td>
<td>0.50 A</td>
</tr>
<tr>
<td>Inverter Efficiency Coefficient</td>
<td>$\phi_0$</td>
<td>-2.0503e-04</td>
</tr>
<tr>
<td>Inverter Efficiency Coefficient</td>
<td>$\phi_1$</td>
<td>0.99531</td>
</tr>
<tr>
<td>Inverter Efficiency Coefficient</td>
<td>$\phi_2$</td>
<td>-6.1631</td>
</tr>
<tr>
<td>Battery Internal Resistance</td>
<td>$R_0$</td>
<td>71.6 mΩ</td>
</tr>
<tr>
<td>Maximum Discharge Power</td>
<td>$p_{\text{min}}$</td>
<td>-500 kW</td>
</tr>
<tr>
<td>Maximum Charge Power</td>
<td>$p_{\text{max}}$</td>
<td>500 kW</td>
</tr>
<tr>
<td>Maximum SoC</td>
<td>$\varsigma_{\text{max}}$</td>
<td>95%</td>
</tr>
<tr>
<td>Initial SoC</td>
<td>$\varsigma_0$</td>
<td>60%</td>
</tr>
<tr>
<td>Minimum SoC</td>
<td>$\varsigma_{\text{min}}$</td>
<td>20%</td>
</tr>
<tr>
<td>Minimum Battery Voltage</td>
<td>$v_{\text{min}}$</td>
<td>680 V</td>
</tr>
<tr>
<td>Maximum Battery Voltage</td>
<td>$v_{\text{max}}$</td>
<td>820 V</td>
</tr>
<tr>
<td>Maximum Current Discharge</td>
<td>$i_{\text{min}}$</td>
<td>-1000 A</td>
</tr>
<tr>
<td>Maximum Current Charge</td>
<td>$i_{\text{max}}$</td>
<td>1000 A</td>
</tr>
</tbody>
</table>

Cubic Polynomial Fit

<table>
<thead>
<tr>
<th>$0.2 \leq \varsigma \leq 0.95$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>320.377</td>
<td>-368.742</td>
<td>201.004</td>
<td>669.282</td>
</tr>
</tbody>
</table>

Note: these model parameters are meant to represent a representative battery system and do not necessarily reflect any specific equipment.
Figure 2.11: Results calculated with the CRM: (a) net load with BESS power control, (b) battery power, (c) battery SoC, (d) battery current, and (e) battery voltage
be further classified into single particle model (SPM), pseudo-two-dimensional model (P2D), and many others [3]. In this section we briefly cover SPM and P2D models as these are the concentration models most widely used in controllers. Note that concentration models may require parameters based on cell construction and chemistry that manufacturers consider proprietary and would not be available to the controller. However, there are methods available to estimate some or all of these parameters empirically [67,70].

SPMs represent each electrode as a single particle [66,91–93] which is useful for modeling the effects of transport phenomena but loses some accuracy at high current, or wherever variations across the electrodes are significant [30,94]. Figure 2.12 shows an simple generic SPM. The differential equation for mass balance in an intercalation particle is governed by Fick’s law in a spherical coordinate system [95,96]:

$$\frac{\partial c_{s,j}}{\partial t} = \frac{D_{s,j}}{r_j^2} \frac{\partial}{\partial r_j} \left( r_j^2 \frac{\partial c_{s,j}}{\partial r_j} \right)$$

(2.3.25)

where $c_{s,j}$ is the concentration of electrode $j$ as a function of both time $t$ and particle radius $r_j$, $D_{s,j}$ is the solid phase diffusion coefficient, and the subscript $j \in \{p, n\}$ represents the positive/negative electrode. The SoC is a
function of the average normalized concentration (stoichiometry) in each electrode \((2.3.26)\). To calculate SoC, we first define \(x_{s,j,100\%}\) and \(x_{s,j,0\%}\) as the stoichiometry at which electrode \(j\) is at its maximum and minimum respectively. Using these definitions, SoC is the state of the anode’s stoichiometry between \(x_{s,n,100\%}\) and \(x_{s,n,0\%}\) (or equivalently, \(1 - \) the state of the cathode’s stoichiometry between \(x_{s,p,100\%}\) and \(x_{s,p,0\%}\)) \([5]\) as expressed in:

\[
x_{s,j,\text{ave}} = \frac{1}{\bar{r}_j c_{s,j,\text{max}}} \int_0^{\bar{r}_j} c_{s,j} \, dr \quad (2.3.26)
\]

\[
\varsigma = \frac{x_{s,n,\text{ave}} - x_{s,n,0\%}}{x_{s,n,100\%} - x_{s,n,0\%}} \quad (2.3.27)
\]

\[
= 1 - \frac{x_{s,p,\text{ave}} - x_{s,p,0\%}}{x_{s,p,100\%} - x_{s,p,0\%}} \quad (2.3.28)
\]

where \(\varsigma\) is the SoC of the cell, \(c_{s,j,\text{max}}\) is the maximum concentrations of electrode \(j\), and \(\bar{r}_j\) is the radius of the representative particle.

Battery voltage in the SPM is based on the open circuit voltage, the chemical overpotential, and the electrical resistance, while the SoC is based on average concentration throughout the particle, open-circuit-voltage is based only on its surface concentration \([5]\). These relationships are shown in:

\[
v_{\text{oc}} = \Phi_p (x_{s,p,\text{surf}}) - \Phi_n (x_{s,n,\text{surf}}) \quad (2.3.29)
\]

\[
x_{s,p,\text{surf}} = \frac{c_{s,p|r=\bar{r}_n}}{c_{s,p,\text{max}}} \quad (2.3.30)
\]

\[
x_{s,n,\text{surf}} = \frac{c_{s,n|r=\bar{r}_n}}{c_{s,n,\text{max}}} \quad (2.3.31)
\]

where \(\Phi_p : [0, 1] \mapsto \mathbb{R}\) and \(\Phi_n : [0, 1] \mapsto \mathbb{R}\) are the positive and negative electrode potentials as functions of their normalized surface concentrations \((x_{s,p,\text{surf}}\) and \(x_{s,n,\text{surf}}\) respectively). Like with open circuit voltage in the CRM, \(\Phi_p\) and \(\Phi_n\) can be approximated using polynomial or exponential functions.
Authors in [1,5] use a Redlich-Kister expansion as a general best fit function for $\Phi_p$ and $\Phi_n$:

$$
\Phi_j = v^0_{bat} + \frac{RT}{F} \ln \left( \frac{1 - x_{s,j,\text{surf}}}{x_{s,j,\text{surf}}} \right) + 
\left\{ \sum_{k=0}^{N} \frac{A_k}{F} \left( \frac{2x_{s,j,\text{surf}} - 1)^{k+1}}{2x_{s,j,\text{surf}} - 1)^{1-k}} \right) \right\}
$$

(2.3.32)

where $\Phi_j$ is the potential at electrode $j$, $x_{s,j,\text{surf}}$ is the normalized surface concentration at electrode $j$, $R$ is the ideal gas constant (8.314 J mol/K), $T$ is the battery temperature in Kelvin, $F$ is Faraday’s constant 96,487 coulombs/mol, $k$ is the summation index number, and $N$, $v^0_{bat}$ and $A_k$ are the fitting parameters. Figure 2.13 shows example anode and cathode equilibrium potential functions. When fully charged, the active material concentration is at its maximum in the anode and at its minimum in the cathode. This means there is potential for ion movement from anode to cathode and electron movement from cathode to anode (a.k.a. discharge).

Chemical overpotential can be calculated according to the Butler-Volmer equation [5,97,98]:

$$
J_j = \frac{i_{bat}}{a_s \alpha L} = k_j c_{s,j,\text{max}} c_e^{1-\alpha_e} (1-x_{s,j,\text{surf}})^{1-\alpha_e} x_{s,j,\text{surf}}^{\alpha_e} 
\times \left\{ \exp \left( \frac{(1-\alpha_e) F}{RT} \eta_j \right) - \exp \left( -\frac{\alpha_e F}{RT} \eta_j \right) \right\}
$$

(2.3.33)

$$
k_j = k_{j,\text{ref}} \exp \left[ \frac{E_{k,j}}{R} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) \right]
$$

(2.3.34)

where $\eta_j$ is the reaction overpotential, $J_j$ is the current density on the particle’s surface, $a_s$ is the specific interfacial surface area (volumetric fraction of the

\[^{2}\text{Note that battery temperature can be assumed to be constant, or this can be coupled with one of the thermal models discussed in Section 2.4}\]
active material $\times 3 / \tilde{r}_j$), $A$ is the current collector area, $L$ is the electrode thickness, $k_j$ is the Arrhenius rate of the electrochemical reaction, $E_{k,j}$ is the activation energy of the Arrhenius relationship, $c_e$ is the concentration of the electrolyte, and $\alpha_c$ is the charge-transfer coefficient. This equation can be solved for $\eta_j$ in terms of $i_{\text{bat}}$ making it possible to compute the Jacobian metrics with respect to the parameters as was demonstrated in [98].

Electrical resistance is a combination of resistances in the electrolyte, the current collectors, the tabs, and the terminals. These can all be modeled using an single constant resistor $R_{\text{cell}}$, but it is also common to apply a temperature correction factor, current correction factor, or both [98]. With the open-circuit-voltage, the chemical overpotential, and the electrical resistance calculated, the SPM battery voltage is shown in:

$$v_{\text{bat}} = \Phi_p - \Phi_n + \eta_p - \eta_n + R_{\text{cell}}i_{\text{bat}}$$

(2.3.35)

To make this model more accurate at high currents, we can extend it to an additional spatial dimension along the length from the anode current collector, through the separator, to the cathode current collector, as illustrated in Fig. 2.13. With one dimension along the cell’s thickness and the pseudo dimension describing a concentration gradient within spherical particles, this is called a pseudo-two-dimensional (P2D) model [5, 99, 100]. Whereas with the SPM, $c_e$, $x_{s,j,\text{surf}}$, $\eta_j$, and therefore the $J_j$ are essentially averaged over each electrode, the P2D represents these quantities as functions of the dimension from one current-collector to the other [101]. Full order P2D built with the partial differential equations are too computationally complex for most real-time control applications [69]. However, discretized or reformulated P2D models can be applied successfully in control applications [29, 69, 70].
Figure 2.13: Equilibrium potentials (open-circuit-voltages) of lithium-cobalt-oxide (LiCO$_2$) cathode (top) and MesoCarbon MicroBeads (MCMB) anode (bottom) [1].

Figure 2.14: pseudo two-dimensional model (P2D)
2.3.3.1 SPM Application

In this section we solve the problem outlined in Section 2.2 with an optimal controller designed around a SPM. Example parameters for the SPM are listed in Table 2.7 with Redlich-Kister expansion parameters for the anode and cathode voltages listed in Table 2.9. The SPM is used here to demonstrate its application; however, it is not the most appropriate model for this problem because of its high complexity relative to the time resolution and scale required. This model would be more appropriate for higher sample rate applications where voltage dynamics are more salient. Further, the model parameters used here are derived from literature sources on cell-level design. With calculated capacity of roughly 1.9 Ah per cell, 445 parallel cells were simulated to achieve a comparable capacity to the CRM (800 Ah). This means that the “Big Cell” modeling assumption extrapolates the performance of a single cell to $445 \times 196 = 87,220$ cells. One advantage of the SPM is that it enables investigation of how changes to cell level design parameters might affect simulated system level performance.

Within each particle we model five discrete volumes to approximate the radial dimension of the model. The core volume is spherical with radius $dr_j$ which is surrounded by four shell volumes each with a thinness of $dr_j$. Fig.
2.15 illustrates how electrical current is transformed to current density which is transformed in turn to changes in the chemical concentrations within the modeled volumes. Fick’s second law describes a concentration gradient in the representative particle that can be approximated using discrete volumes, each being shells around a spherical core. Each of these shells has a chemical concentration capacity proportional to its volume and the maximum concentration. The surface between each volume has a chemical resistance proportional to the surface area and inversely proportional to the diffusion coefficient. The current density at each particle’s surface is proportional to the battery current \( i_{\text{bat}} \). The resulting optimization problem is formulated in:

\[
\min_{x_{\text{SPM}} \in \mathbb{R}^{18n+13}} \Delta t \mathbf{w}^\top (1 + \mathbf{p}) + \nu \tau \tag{2.3.36a}
\]

subject to:

\[
p_{\text{dc}} = \phi_0 p^2 + \phi_1 p + \phi_2 \tag{2.3.36b}
\]

\[
p_{\text{dc}} = i_{\text{bat}} v_{\text{bat}} \tag{2.3.36c}
\]

\[
v_{\text{bat}} = \Phi_{p[1:n]} - \Phi_{n[1:n]} + \eta_p - \eta_n + R_0 i_{\text{bat}} \tag{2.3.36d}
\]

\[
\Phi_j = v_{\text{bat}}^0 + \frac{RT}{F} \ln \left( \frac{c_{j,max} - c_{j,0}}{c_{j,0}} \right) + 
\]

\[
\sum_{k=0}^{N} \frac{A_k}{F} \left[ \left( \frac{2c_{j,0}}{c_{j,max}} - 1 \right)^{k+1} - \frac{2c_{j,0}k(2\frac{c_{j,0}}{c_{j,max}} - 1)^{1-k}}{c_{j,max}} \right] \tag{2.3.36e}
\]

\[
\frac{i_{\text{bat}}}{a_{s,j} A_{s,j} L_{s,j}} = k_{s,j} c_{j,max} c_e^{0.5} \left( -c_{j,0}[1:n] \right)^{0.5} c_{j,0}^{0.5} \left( -c_{j,0}[1:n] \right)^{0.5} \exp \left( \frac{0.5 F}{RT} \eta_j \right) - \exp \left( -\frac{0.5 F}{RT} \eta_j \right) \tag{2.3.36f}
\]

\[
V_{j,0} \mathbf{D} c_{j,0} = \frac{S_{j,0} i_{\text{bat}}}{F a_{s,j} A_{s,j} L_{s,j}} - \frac{D_{s,j} S_{j,1}(c_{j,1[1:n]} - c_{j,0[1:n]})}{dr} \tag{2.3.36g}
\]
\[
\frac{dr_{V_{j,1}}}{D_{s,j}} \text{D}c_{j,1} = S_{j,1}(c_{j,0[1:n]} - c_{j,1[1:n]}) + \\
S_{j,2}(c_{j,2[1:n]} - c_{j,1[1:n]}) \quad (2.3.36h)
\]

\[
\frac{dr_{V_{j,2}}}{D_{s,j}} \text{D}c_{j,2} = S_{j,2}(c_{j,1[1:n]} - c_{j,2[1:n]}) + \\
S_{j,3}(c_{j,3[1:n]} - c_{j,2[1:n]}) \quad (2.3.36i)
\]

\[
\frac{dr_{V_{j,3}}}{D_{s,j}} \text{D}c_{j,3} = S_{j,3}(c_{j,2[1:n]} - c_{j,3[1:n]}) + \\
S_{j,4}(c_{j,4[1:n]} - c_{j,3[1:n]}) \quad (2.3.36j)
\]

\[
\frac{dr_{V_{j,4}}}{D_{s,j}} \text{D}c_{j,4} = S_{j,4}(c_{j,3[1:n]} - c_{j,4[1:n]}) \quad (2.3.36k)
\]

\[
c_{j,0[0:4],[1]} = c_{j,\text{init}[1]} \quad (2.3.36n)
\]

\[
c_{j,0[0:4],[n]} = c_{j,\text{init}[1]} \quad (2.3.36o)
\]

\[
p_{\text{min}[1]} \leq p \leq p_{\text{max}[1]} \quad (2.3.36p)
\]

\[
v_{\text{min}[1]} \leq v_{\text{bat}} \leq v_{\text{max}[1]} \quad (2.3.36q)
\]

\[
i_{\text{min}[1]} \leq i_{\text{bat}} \leq i_{\text{max}[1]} \quad (2.3.36r)
\]

\[
0 \leq c_{j,0[0:4]} \leq c_{j,\text{max}[1]} \quad (2.3.36s)
\]

\[
l + p \leq \tau[1] \quad (2.3.36t)
\]

where \(x_{\text{SPM}} = \{p, p_{dc}, i_{\text{bat}}, v_{\text{bat}}, \Phi_p, \Phi_n, \eta_p, \eta_n, c_{p,0[0:4]}, c_{n,0[0:4]}, \tau\} \in \mathbb{R}^{18n+13}\), \(\Phi_p \in \mathbb{R}^{n+1}\) and \(\Phi_n \in \mathbb{R}^{n+1}\) are the open-circuit-voltages of the cathode and anode respectively, \(\eta_p \in \mathbb{R}^n\) and \(\eta_n \in \mathbb{R}^n\) are the overpotential voltages of the cathode and anode respectively, and \(c_{p,0[0:4]} \in \mathbb{R}^{5 \times (n+1)}\) and \(c_{n,0[0:4]} \in \mathbb{R}^{5 \times (n+1)}\) are the molar concentrations of active material in the five discretized volumes of the cathode and anode respectively.

Under this control design customer’s net load and optimal control schedule for the BESS are shown in Fig. 2.16 (a) and (b) respectively. The simulated battery current and voltage are shown in Fig. 2.16 (c) and (e) re-
spectively. The SPM based controller expects to be able to reduce the peak load by approximately 86 kW. The peak battery voltage reached 800 V and the dc current reached -125 A on discharge. Note that the dc voltage is based on the anode and cathode voltage functions which are in turn based on anode and cathode concentration fractions. As these functions are different from what the CRM uses, the results are not directly comparable. As shown in Fig. 2.16 (f) and (g), the cathode concentration fraction ranges from 0.50 at peak SoC to 0.87 at minimum SoC while the anode concentration ranges from 0.76 at peak SoC to 0.2 at minimum SoC. At low current densities there is almost no difference between core and surface particle concentrations. The control solution reduces the total electrical bill from $52,080 ($50,000 demand, $2,080 energy) to $47,754 ($45,682 demand, $2,072 energy). The net effect is a $4,325, or 8.31%, reduction in the electrical bill.

The SPM is structurally similar to the CRM, as illustrated in the comparison of Fig. 2.9 and Fig. 2.15. However, the SPM accounts for overpotential voltages in a different way from the equivalent circuit models in the CRM. These differences are not salient at the low sample rate in the example application and hence the models appear to have very similar results.

### 2.4 Temperature Models

Temperature is a critical factor to consider when controlling BESS. Cell temperature can affect many of the parameters for the SoC and SoH models discussed in Sections 2.3 and 2.5. The highest cell temperature can be the limiting factor for control action in hot environments or under high power conditions. Constraining temperature prevents over-temperature and, in a few cases, under-temperature conditions which can shorten battery life or cause
<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Units</th>
<th>Anode</th>
<th>Cathode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffusion coefficient&lt;sup&gt;a&lt;/sup&gt;</td>
<td>$D_{s,j}$</td>
<td>m$^2$/s</td>
<td>3.9e-14</td>
<td>1.0e-14</td>
</tr>
<tr>
<td>Particle Radius&lt;sup&gt;a&lt;/sup&gt;</td>
<td>$r_{j}$</td>
<td>m</td>
<td>12.5e-6</td>
<td>8.5e-6</td>
</tr>
<tr>
<td>Electrode thickness&lt;sup&gt;a&lt;/sup&gt;</td>
<td>$L_{s,j}$</td>
<td>m</td>
<td>7.35e-6</td>
<td>7.0e-6</td>
</tr>
<tr>
<td>Electrode area per cell &lt;sup&gt;a&lt;/sup&gt;</td>
<td>$A_{s,j}$</td>
<td>m$^2$</td>
<td>1.1167</td>
<td>0.7824</td>
</tr>
<tr>
<td>Volume fraction&lt;sup&gt;b&lt;/sup&gt;</td>
<td>$\varepsilon_{s,j}$</td>
<td>m$^3$/m$^3$</td>
<td>0.49</td>
<td>0.59</td>
</tr>
<tr>
<td>Specific interfacial surface area&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>$a_{s,j}$</td>
<td>m$^2$/m$^3$</td>
<td>1.176e5</td>
<td>2.0824e5</td>
</tr>
<tr>
<td>Reaction rate constant&lt;sup&gt;b&lt;/sup&gt;</td>
<td>$k_{s,j}$</td>
<td>$A/m^2/\sqrt{\text{mol/m}^3}$</td>
<td>8.351e-3</td>
<td>6.374e-3</td>
</tr>
<tr>
<td>Charge-transfer coefficient&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>$\alpha_c$</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Maximum concentration&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>$c_{j,max}$</td>
<td>mol/m$^3$</td>
<td>3.1833e4</td>
<td>5.1410e4</td>
</tr>
<tr>
<td>Initial concentration (60 %SoC)</td>
<td>$c_{j,\text{init}}$</td>
<td>mol/m$^3$</td>
<td>1.5917e4</td>
<td>3.4445e4</td>
</tr>
<tr>
<td>100% SoC concentration</td>
<td>$c_{j,100%}$</td>
<td>mol/m$^3$</td>
<td>2.5466e4</td>
<td>2.3135e4</td>
</tr>
<tr>
<td>95% SoC concentration</td>
<td>$c_{j,95%}$</td>
<td>mol/m$^3$</td>
<td>2.4273e4</td>
<td>2.4548e4</td>
</tr>
<tr>
<td>20% SoC concentration</td>
<td>$c_{j,20%}$</td>
<td>mol/m$^3$</td>
<td>0.6366e4</td>
<td>4.1128e4</td>
</tr>
<tr>
<td>0% SoC concentration</td>
<td>$c_{j,0%}$</td>
<td>mol/m$^3$</td>
<td>0</td>
<td>5.1410e4</td>
</tr>
<tr>
<td>Volume 0 (surface)</td>
<td>$V_{j,0}$</td>
<td>m$^3$</td>
<td>3.9924e-15</td>
<td>1.2553e-15</td>
</tr>
<tr>
<td>Volume 1</td>
<td>$V_{j,1}$</td>
<td>m$^3$</td>
<td>2.42164e-15</td>
<td>7.6144e-16</td>
</tr>
<tr>
<td>Volume 2</td>
<td>$V_{j,2}$</td>
<td>m$^3$</td>
<td>1.2435e-15</td>
<td>3.9101e-16</td>
</tr>
<tr>
<td>Volume 3</td>
<td>$V_{j,3}$</td>
<td>m$^3$</td>
<td>4.5815e-16</td>
<td>1.4406e-16</td>
</tr>
<tr>
<td>Volume 4 (core)</td>
<td>$V_{j,4}$</td>
<td>m$^3$</td>
<td>6.5450e-17</td>
<td>2.0580e-17</td>
</tr>
<tr>
<td>Surface Area 0 (surface)</td>
<td>$S_{j,0}$</td>
<td>m$^2$</td>
<td>1.9635e-9</td>
<td>9.0792e-10</td>
</tr>
<tr>
<td>Surface Area 1</td>
<td>$S_{j,1}$</td>
<td>m$^2$</td>
<td>1.2566e-9</td>
<td>5.8107e-10</td>
</tr>
<tr>
<td>Surface Area 2</td>
<td>$S_{j,2}$</td>
<td>m$^2$</td>
<td>7.0686e-10</td>
<td>3.2685e-10</td>
</tr>
<tr>
<td>Surface Area 3</td>
<td>$S_{j,3}$</td>
<td>m$^2$</td>
<td>3.1416e-10</td>
<td>1.4527e-10</td>
</tr>
<tr>
<td>Surface Area 4 (core)</td>
<td>$S_{j,4}$</td>
<td>m$^2$</td>
<td>7.8540e-11</td>
<td>3.6317e-11</td>
</tr>
</tbody>
</table>

<sup>a</sup> - Ref. 98

<sup>b</sup> - Ref. 95

<sup>c</sup> - Calculated using method described in Ref. 5

* Note that the actual configuration would vary by system design (e.g. 5 systems, each with 30 strings, each string with 3 cells in parallel would have 450 cells in parallel)
Table 2.8: Battery System Single Particle Model (SPM) Parameters II

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cells in parallel</td>
<td></td>
<td></td>
<td>445</td>
</tr>
<tr>
<td>Total calculated capacity</td>
<td>$C_{cap}$</td>
<td>mol/Cap</td>
<td>802.36 Ah</td>
</tr>
<tr>
<td>Electrolyte concentration a</td>
<td>$c_e$</td>
<td>mol/m$^3$</td>
<td>1000</td>
</tr>
<tr>
<td>Ideal gas constant</td>
<td>$R$</td>
<td>mol/K</td>
<td>8.314</td>
</tr>
<tr>
<td>Faraday constant</td>
<td>$F$</td>
<td>C/mol</td>
<td>96,487</td>
</tr>
</tbody>
</table>

- Ref. [98]  
- Ref. [95]  
- Calculated using method described in Ref. [5]
* Note that the actual configuration would vary by system design (e.g. 5 systems, each with 30 strings, each string with 3 cells in parallel would have 450 cells in parallel)

Table 2.9: Equilibrium Potential Redlich-Kister Expansion Parameters, reproduced from [1]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>MCMB (anode)</th>
<th>LiCoO$_2$ (cathode)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>$v_{bat}^0$</td>
<td>-1.7203</td>
<td>-29.614</td>
</tr>
<tr>
<td>$A_0$</td>
<td>$-0.35799 \times 10^6$</td>
<td>$0.64832 \times 10^7$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>$-0.35008 \times 10^6$</td>
<td>$-0.65173 \times 10^7$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$-0.35247 \times 10^6$</td>
<td>$0.65664 \times 10^7$</td>
</tr>
<tr>
<td>$A_3$</td>
<td>$-0.35692 \times 10^6$</td>
<td>$-0.65787 \times 10^7$</td>
</tr>
<tr>
<td>$A_4$</td>
<td>$-0.38633 \times 10^6$</td>
<td>$0.63021 \times 10^7$</td>
</tr>
<tr>
<td>$A_5$</td>
<td>$-0.35908 \times 10^6$</td>
<td>$-0.50465 \times 10^7$</td>
</tr>
<tr>
<td>$A_6$</td>
<td>$-0.28794 \times 10^6$</td>
<td>$0.27113 \times 10^7$</td>
</tr>
<tr>
<td>$A_7$</td>
<td>$-0.14979 \times 10^6$</td>
<td>$-0.69045 \times 10^6$</td>
</tr>
<tr>
<td>$A_8$</td>
<td>$-0.39912 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>$A_9$</td>
<td>$-0.96172 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>$A_{10}$</td>
<td>$-0.63262 \times 10^6$</td>
<td></td>
</tr>
</tbody>
</table>
Figure 2.16: Results calculated with the SPM (a) net load with BESS power control, (b) battery power, (c) battery SoC, (d) battery current, (e) battery voltage, (f) cathode concentration fraction, (g) anode concentration fraction.
hazards such as thermal run-away. The following constraint enforces limits on temperature:

\[ T_{\text{min}} \leq T \leq T_{\text{max}} \]  \hspace{1cm} (2.4.1)

where \( T \) is the battery temperature, \( T_{\text{min}} \) is the minimum battery temperature, and \( T_{\text{max}} \) is the maximum battery temperature.

Battery specification sheets will often define a lower maximum charge rate at higher temperatures \[102\]. This requirement would specify a conditional dynamic charge limit based on if the battery temperature exceeds a given threshold, an example of which is shown in:

\[ i_{\text{min}} \leq i_{\text{bat}} \leq i_{\text{max}} \]  \hspace{1cm} (2.4.2a)

\[ i_{\text{bat}} \leq i'_{\text{max}} \]  \hspace{1cm} (2.4.2b)

\[ i'_{\text{max}} = \begin{cases} i_{\text{max}} & \text{if } T \leq T_{\text{thr}} \\ i_{\text{max}}/2 & \text{if } T_{\text{thr}} < T \leq T_{\text{max}} \\ 0 & \text{if } T > T_{\text{max}} \end{cases} \]  \hspace{1cm} (2.4.2c)

where \( i'_{\text{max}} \) is a dynamic charge current limit, \( T_{\text{thr}} \) is the temperature threshold. This type of constraint is non-convex and difficult to work with in optimal control design. Alternatively, these restrictions can be implemented with affine constraints on current as in:

\[ m_1 T + b_1 \leq i_{\text{bat}} \leq m_2 T + b_2 \]  \hspace{1cm} (2.4.3a)

\[ m_3 T + b_3 \leq i_{\text{bat}} \leq m_4 T + b_4 \]  \hspace{1cm} (2.4.3b)

where \( m_{1-4} \) and \( b_{1-4} \) are the slopes and intercepts of the temperature dependent current constraints. Fig. 2.17 shows how the constraints in (2.4.2) and
Battery temperature models are based on how much heat is generated in the cell, and how much heat is lost to the environment. As controllers must balance accuracy with model complexity, we cannot use the high order finite-element-models used in simulation based design, like in [104]. Instead controller models choose a few critical temperatures to represent. Section 2.4.1 explains the physical mechanisms underlying heat generation and transfer for batteries. Section 2.4.3 then introduces several specific modeling approaches that can incorporate temperature into optimal control decisions. Table 2.10 shows a summary of the benefits and tradeoffs of the different temperature models as they apply to optimal controller design.
<table>
<thead>
<tr>
<th>Model Type</th>
<th>Parameters</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell</td>
<td>$C_T$, $R_0$, $U$</td>
<td>lowest computational complexity, convex</td>
<td>lowest predictive accuracy</td>
<td>[105, 107]</td>
</tr>
<tr>
<td>Lumped-volume resistive-heating conduction-cooling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cell</td>
<td>$C_T$, $C'<em>T$, $R_0$, $U$, $\sigma</em>{em}$</td>
<td>low computational complexity, convex reformulation, improved accuracy at high temperature gradients</td>
<td>low to moderate predictive accuracy</td>
<td>[64, 108, 109]</td>
</tr>
<tr>
<td>Internal / surface-volumes resistive / overpotential-heating conduction / radiation-cooling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cell</td>
<td>$C_T{1.K}$, $\Delta S(\varsigma)^{<strong>}$, $R_0$, $U(\mu_\infty)^{</strong>*}$, $\sigma_{em}$</td>
<td>high predictive accuracy, entropy term improves accuracy at low currents</td>
<td>moderate to high complexity and computational burden</td>
<td>[21, 29, 98, 108, 110, 111]</td>
</tr>
<tr>
<td>Multiple-internal-volumes resistive / overpotential / entropy-heating conduction / radiation / convection-cooling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enclosure</td>
<td>$C_{EN}$, $U_{EN}$, $N_{cell}$</td>
<td>low computational complexity, convex</td>
<td>low to moderate predictive accuracy</td>
<td>[108] (includes heater temperature)</td>
</tr>
<tr>
<td>Lumped-air-volume HVAC efficiency cooling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enclosure</td>
<td></td>
<td>enables fan speed control, higher complexity, non-convex</td>
<td></td>
<td>[21]</td>
</tr>
<tr>
<td>Lumped-air-volume w/ heat-exchanger HVAC efficiency / Fan speed cooling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*All inputs, outputs, state variables and parameters presented here are in addition to those presented for the CRM, with dynamic voltages model from Section 2.3.

**The function $\Delta S(\varsigma)$ can vary significantly with $\varsigma$ and depends on the specific battery chemistry. However, it is commonly ignored ($\Delta S = 0$) or assumed to be constant ($\frac{\partial \Delta S}{\partial t} = 0$).

***The heat transmittance $U$ is a function of the thermodynamic properties of the environment and the velocity of fluid flow over the conductive surface. Under a constant flow rate, $U$ can be assumed to be constant.
2.4.1 Heat Generation, Consumption, and Transfer

The temperature of the battery is a function of the rate of heat generated by the battery during operation \((J_{\text{in}})\) and the rate of heat lost to the environment \((J_{\text{out}})\). Heat is generated or consumed by an electrochemical cell in three ways: change in entropy, overpotential losses, and resistive heating. Changes in entropy from the electrochemical reactions reversibly generate and consume heat within cells. This process is referred to as reversible heat generation because the heat generated during charge or discharge is consumed during the reverse reaction. Charging a battery can be endothermic (e.g., some types of lithium batteries in specific ranges of SoC), or exothermic (e.g., lead-acid batteries) \([29,77,98,110–112]\). When losses are considered, we reintroduce the equivalent circuit models outlined in Section 2.3.2. Overpotential losses result from the kinetic and mass transport aspects of the chemical recreation which are modeled by the resistor-capacitor ladder in the 2\(^{nd}\) order equivalent circuit. The voltage drop across these elements are \(v_1\) and \(v_2\) respectively. Alternatively, if the SPM or P2D model is used for a SoC model, the overpotential voltages \(\eta_p\) and \(\eta_n\) can be used in place of \(v_1\) and \(v_2\). Resistive or joule heating losses result from the power dissipated to the battery’s internal resistance. Combining these three sources of internal heat generation yields:

\[
J_{\text{in}} = i_{\text{bat}} T \frac{\Delta S(\varsigma)}{n_{\text{mol}} F} + (v_1 + v_2) i_{\text{bat}} + R_0 (i_{\text{bat}})^2 \tag{2.4.4}
\]

where \(J_{\text{in}}\) is the rate of heat generation (\(W\)), \(i_{\text{bat}}\) is the battery current (\(A\)), \(T\) is battery temperature (\(K\)), \(\Delta S\) is the change in entropy (\(\Delta S = n_{\text{mol}} F (\partial v_{\text{oc}} / \partial T)\)), \(n_{\text{mol}}\) is the number of electrons per reaction, \(F\) is the Faraday constant (-1/96,485 Coulombs per electron), \(v_1\) and \(v_2\) are the dynamic
battery voltages from the equivalent circuit (V), $R_0$ is the battery internal resistance (Ω), and $v_{oc}$ is the open-circuit-voltage (V). The total change in entropy in a battery can change drastically as a function of SoC which can be difficult to model for the purposes of control design. The change in entropy over the domain of SoC was calculated from precise measurements of $\partial v_{oc}/\partial T$ for a selection of lithium-ion battery types as shown in Fig. 2.18 [9]. From these data we can contrast the low entropic heat generated on discharge from lithium-iron-phosphate (LFP) batteries to the relatively high entropic heat from lithium-cobalt-oxide (LCO), especially in the range of 10% to 40% SoC. Lithium-manganese-oxide (LMO) batteries in further contrast change from generating heat (negative $\Delta S$) to consuming heat (positive $\Delta S$) when passing 50% SoC on discharge. Depending on the battery chemistry, and the range of operational SoC, the $\Delta S(\varsigma)$ function may be neglected entirely, or approximated by a constant, a linear function, a quadratic function, or cubic function, or even a cubic spline [68,113]. Accurate yet simple models for changes in entropy that controllers can use to predict temperature are an underdeveloped area that warrants additional research.
Most of the heat generated in a cell, especially in high power applications, comes from the resistive heating term. Because of this, some choose to ignore overpotential losses and the thermochemistry entirely \(105\). Just as with the equivalent circuit, the heat generation can be calculated with different sets of parameters depending on if the battery is charging or discharging. However, the accuracy improvement may not warrant the increased computational complexity.

Heat can be transferred between the battery and the environment through conduction, radiation, and convection. Heat conduction is proportional to the temperature difference while heat radiation is proportional to the temperature of the surface raised to the 4th power according to Stefan-Boltzmann’s law \(114\). The combined heat loss function is shown in:

\[
J_{\text{out}} = U(T_{\text{env}} - T) + \epsilon \sigma_{\text{em}}(T_{\text{env}}^4 - T^4)
\]  

where \(J_{\text{out}}\) is the rate of heat loss (\(W\)), \(U\) is the battery’s thermal transmittance with its environment (\(W/K\)), \(T_{\text{env}}\) is the environmental temperature (\(K\)), \(\epsilon\) is the Stefan-Boltzmann constant (\(5.6 \times 10^{-8}\) Wm\(^{-2}\) K\(^{-4}\)), \(\sigma_{\text{em}}\) is the emission ratio with respect to the ideal (0.95 is common for plastics in a variety of battery designs \(114\)).

In an unregulated environment \(T_{\text{env}}\) can be forecasted based on local weather data. In a temperature controlled environment, it can sometimes be assumed that \(T_{\text{env}}\) is a constant. The heat transfer from radiation is normally much smaller than then heat conduction meaning that it can be ignored in many systems. A simplifying assumption is that the airflow rate is constant, thereby yielding a constant \(U\). However, in some cases variable speed fans can be integrated into the optimal control design. Under variable airflow conditions
The rate of heat transfer is described by Nusselt number (Nu) which itself is a function of Reynolds number (Re) and Prandtl number (Pr). One example of this relationship, from [2], is shown in:

\[
\begin{align*}
\text{Re} &= \frac{\rho u_\infty l_{\text{mm}}}{\mu} \quad (2.4.6a) \\
\text{Nu} &= C_1 \text{Re}^\theta \text{Pr}^{\frac{1}{3}} \quad (2.4.6b) \\
U &= \frac{\text{Nu} k_{\text{fc}}}{l_{\text{mm}}} \quad (2.4.6c)
\end{align*}
\]

where \(\rho\) is the fluid’s density, \(u_\infty\) is the unobstructed velocity of the fluid, \(l_{\text{mm}}\) is the characteristic length, \(\mu\) is the dynamic viscosity, \(C_1\) and \(\theta\) are empirically derived model parameters, and \(k_{\text{fc}}\) is the thermal conductivity of the fluid.

Table 2.11 shows the thermodynamic constants associated with air and water under standard temperature and pressure. As water has a much higher density and thermal conductivity, some BESS designs include water cooling systems [115]. For a cylinder in cross-flow, the characteristic length \(l_{\text{mm}}\) equals the diameter (18.63 mm for an 18650-type cell). The parameters \(C_1\) and \(\theta\), shown in Table 2.12, are properties of the geometry of the fluid flow over the battery surface and change with the Reynolds number. Together, these material properties yield the functional relationship between air speed thermal transmittance shown in Fig. 2.19.

The complex relationships described in (2.4.6) impact control design in several ways. First, heat transfer rate increases with increasing fluid velocity \(u_\infty\). However, there are diminishing returns meaning that the marginal improvement in heat transfer decreases with increased fluid velocity. Hence there is likely to be an optimal, non-zero flow rate that effectively transfers heat while not consuming too much power to move air. A fan controller can be implemented to optimize battery temperature along with charge/discharge [21].
Figure 2.19: Thermal transmittance for a 18650 battery cell in cross flow as a function of air speed [2]

Table 2.11: Thermodynamic properties of common battery cooling fluids* [2]

<table>
<thead>
<tr>
<th>Fluid</th>
<th>$\rho$ (kg/m$^2$)</th>
<th>$\mu$ (N·s/m$^2$)</th>
<th>$k_{tc}$ (W/m·K)</th>
<th>Pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1.1614</td>
<td>$1.846e^{-5}$</td>
<td>0.0263</td>
<td>0.707</td>
</tr>
<tr>
<td>Water</td>
<td>997.0</td>
<td>$8.55e^{-4}$</td>
<td>0.613</td>
<td>0.857</td>
</tr>
</tbody>
</table>

*all values reported assume atmospheric pressure and 300 Kelvin

Table 2.12: Fluid flow geometry constants for a cylinder in cross-flow [2]

<table>
<thead>
<tr>
<th>Re</th>
<th>$C_1$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4-4</td>
<td>0.989</td>
<td>0.330</td>
</tr>
<tr>
<td>4-40</td>
<td>0.911</td>
<td>0.385</td>
</tr>
<tr>
<td>40-4000</td>
<td>0.683</td>
<td>0.466</td>
</tr>
<tr>
<td>4000-40,000</td>
<td>0.193</td>
<td>0.618</td>
</tr>
<tr>
<td>40,000-400,000</td>
<td>0.027</td>
<td>0.805</td>
</tr>
</tbody>
</table>
2.4.2 Enclosure Thermal Model

The simplest enclosure thermal model is implicit in the assumption of constant environmental temperature. This is valid if the BESS is small and installed in a temperature-controlled space. Temperature forecasts can be used in environments where temperature is weather dependent. As there is generally thermal separation between the weather dependent environment and the environment that the batteries are operating in, we can model these temperatures separately.

For a given BESS and environment, the heat transfer rate between the enclosure and the environment \( U_{EN} \) can be empirically calculated with heating ventilation and air conditioning (HVAC) systems off, and over their range of control. We may also consider the effect of solar heating which is proportional to irradiance. The HVAC power draw can also be calculated under these conditions, and the resulting functions can be included in the BESS model. Further, an HVAC system can transfer a greater amount of heat from the enclosure to the environment, or vice versa, than it requires in electrical energy. The efficiency of a room air conditioner is measured in the energy efficiency ratio (EER), which is the ratio of Btu per hour cooling to power input (W). The EER ranges from roughly 10-20 for high efficiency units \[116\] which, given that 1 Btu per hour = 0.293 watts, correlates to a energy efficiency \( (\eta_{HVAC}) \) of 300-700%. A modified version of the heat dissipation equation for a BESS enclosure is shown in:

\[
J_{EN,\text{out}} = U_{EN}(T_{env} - T_{EN}) + \epsilon \sigma_{em}(T_{env}^4 - T_{EN}^4)
+ \epsilon \sigma_{em}P_{irr} - \eta_{HVAC}P_{HVAC} \quad (2.4.7)
\]

where \( U_{EN} \) is the thermal transmittance between the enclosure and the envi-
ronment, \( T_{\text{EN}} \) is the enclosure temperature, \( P_{\text{irr}} \) is solar irradiance, \( P_{\text{HVAC}} \) is the ac power load of the HVAC unit, and \( \eta_{\text{HVAC}} \) is the HVAC’s energy efficiency. This approach assumes constant airflow and temperature in the HVAC’s heat exchanger. By modeling the heat exchanger temperature and fan, we can improve the controller’s accuracy predicting temperature management costs.

The expanded enclosure thermal model is shown in:

\[
J_{\text{EN,out}} = U_{\text{EN}}(T_{\text{env}} - T_{\text{EN}}) + \varepsilon_{\text{em}}(T_{\text{env}}^4 - T_{\text{EN}}^4) + \varepsilon_{\text{em}} P_{\text{irr}} + U_{\text{EX}}(u_\infty)(T_{\text{EX}} - T_{\text{EN}}) \quad (2.4.8a)
\]

\[
C_{\text{EX}} \frac{\partial T_{\text{EX}}}{\partial t} = U_{\text{EX}}(u_\infty)(T_{\text{EN}} - T_{\text{EX}}) - \eta_{\text{HVAC}} P_{\text{HVAC}} \quad (2.4.8b)
\]

\[
u_\infty = \eta_{\text{fan}} P_{\text{fan}} \quad (2.4.8c)
\]

where \( U_{\text{EX}}(u_\infty) \) is the thermal transmittance between the HVAC heat exchanger and the air, which is a function of the airflow \( u_\infty \), \( T_{\text{EX}} \) is the heat exchanger temperature, \( C_{\text{EX}} \) is the heat exchanger’s heat capacity, \( P_{\text{fan}} \) is the fan power, and \( \eta_{\text{fan}} \) is the fan’s efficiency (m s\(^{-1}\) kW\(^{-1}\)).

Many HVAC systems are controlled using thermostats, which activate heating or cooling modes when outside a set temperature range. The simplest thermostat implementation is shown in:

\[
P_{\text{HVAC}} = \begin{cases} 
P_{\text{cool}} & T_{\text{EN}} > T_{\text{high}} \\
0 & T_{\text{low}} \leq T_{\text{EN}} \leq T_{\text{high}} \\
P_{\text{heat}} & T_{\text{EN}} < T_{\text{low}} 
\end{cases} \quad (2.4.9a)
\]

where \( P_{\text{cool}} \) is the power of the HVAC when in cooling mode, \( P_{\text{heat}} \) is the heating power of the HVAC when in heating mode, and \( T_{\text{high}} \) and \( T_{\text{low}} \) are the high and low environment temperature limits respectively. To limit the on/off cycling frequency, the mode will often stay latched for a set duration, or until the desired temperature is reached. However, this operational mode is recursive,
meaning its state dynamics have path-dependence and must be modeled sequentially through time. This property makes recursive control modes difficult to incorporate into a computationally efficient optimal controller design. If it is feasible in the design of the HVAC system, HVAC power \( p_{HVAC} \) and/or fan power \( p_{fan} \) can be decision variables available to the controller. This modeling approach enables optimal HVAC control scheduling, including pre-cooling batteries \([21]\) or pre-heating batteries \([108]\) to prepare for usage later in the control horizon.

### 2.4.3 Temperature Model Types

In this section we develop several increasingly complex, battery-cell thermal models to illustrate the different options for thermal model design. To build these models we pull together the physical mechanisms discussed in Sections 2.4.1 and 2.4.2 into systems of constraints. The simplest, and most widely used, model is to only represent a single temperature (often the hottest cell), considering only resistive heating and conduction-based cooling. An example of this type of model is shown in Fig. 2.20 and in:

\[
C_T \frac{\partial T}{\partial t} = R_0 (i_{bat})^2 + U (T_{env} - T) \tag{2.4.10}
\]

where \( C_T \) is the heat capacity of the lumped-volume. In this lumped-volume model the measurable surface temperature is assumed to be the temperature throughout the cell \([105,106]\). Note that while we have depicted the cell geometry as cylindrical, this approach works equally well for pouch or prismatic cells. Note that when only the hottest cell is represented, imposing a low temperature constraint is unnecessary and potentially misleading. Instead, the low temperature limit is enforced either by battery selection at the design
stage (i.e. picking a battery chemistry that is suitable for its environment) or by designing a HVAC system with a thermostat that regulates environmental temperature.

![Cell thermal model](image)

**Figure 2.20:** Cell thermal model w/ a lumped-volume, resistive-heating, and conduction-cooling

Where the BESS includes an enclosure with a controllable HVAC system, the model can include an additional state variable for the enclosure temperature \[108\] as in Fig. 2.21 and in:

\[
\begin{align*}
C_T \frac{\partial T}{\partial t} &= R_0 (i_{bat})^2 + U (T_{EN} - T) \\
C_{EN} \frac{\partial T_{EN}}{\partial t} &= N_{cell} (U (T - T_{EN})) + U_{EN} (T_{env} - T_{EN}) - \eta_{HVAC} p_{HVAC}
\end{align*}
\]

(2.4.11a)

where \(C_{EN}\) is the heat capacity of the BESS enclosure, \(U_{EN}\) is the thermal transmittance between the enclosure and the environment, and \(N_{cell}\) is the number of cells in the enclosure. This model assumes constant or no airflow.

While temperature measurement is performed on the surface of batteries it is a better practice to constrain operation based on limiting the maximum internal temperature \([64][109]\). The internal temperature can be estimated based on the surface temperature and the battery’s operation. We can also
include battery over-potential heating to improve accuracy as shown in:

\[
\begin{align*}
C'_T \frac{\partial T'}{\partial t} &= (v_1 + v_2)i_{bat} + R_0(i_{bat})^2 \\
&\quad + U'(T - T') \\
C_T \frac{\partial T}{\partial t} &= U'(T' - T) + U(T_{env} - T) \\
&\quad + \epsilon \sigma_{em}(T_{env}^4 - T^4)
\end{align*}
\] (2.4.12a) (2.4.12b) (2.4.12c)

where \(C'_T\) is the heat capacity of the internal mass of the cell, \(T'\) is the internal temperature, and \(U'\) is the thermal transmittance between the internal mass to the surface. As the model now distinguishes between surface and internal temperature, \(C_T\) is now the heat capacity of the surface of the cell, \(T\) is the surface temperature, and \(U\) is the thermal transmittance between the battery surface and its environment. The resulting model structure is illustrated in Fig. 2.22.

Building on this framework we can add additional internal volumes, entropy based heating, and convection cooling as a function of air velocity as
Figure 2.22: Cell thermal model w/ internal and surface-volumes, resistive and overpotential heating, and conduction/radiation cooling

shown in:

\[
C_T' \frac{\partial T'_1}{\partial t} = U'_1(T'_2 - T'_1) \\
+ V_1 \left( \frac{i_{bat} T'_1 \Delta S(\varsigma)}{n_{mol} F} + (v_1 + v_2)i_{bat} + R_0(i_{bat})^2 \right) \quad (2.4.13a)
\]

\[
C_{T[2:K]}' \frac{\partial T'_2}{\partial t} = U'_{[2:K]}(T'_{[3:K+1]} - T'_2) \\
+ V_{[2:K]} \left( \frac{i_{bat} T'_2 \Delta S(\varsigma)}{n_{mol} F} + (v_1 + v_2)i_{bat} + R_0(i_{bat})^2 \right) \\
+ U'_{[1:K-1]}(T'_{[1:K-1]} - T'_2) \\
+ U'_{K-1}(T_{K-1} - T'_{[2:K]}) \quad (2.4.13b)
\]

\[
C_T \frac{\partial T}{\partial t} = U(u_\infty)(T_{env} - T) + U'_{[1:K]}(T_K' - T) \\
+ \epsilon \sigma_{em}(T_{env}^4 - T^4) \quad (2.4.13c)
\]

where \(T_{[1:K]}'\) are the \(K\) internal temperatures, \(C_{T[1:K]}'\) are each internal volume’s heat capacity, \(V_{[1:K]}'\) are the volumetric fractions of each internal volume normalized to the total internal volume, and \(U'_{[1:K]}\) are the thermal transmittances between internal volumes. Note that for notation simplicity the surface temperature \(T'_{K+1} = T\) in (2.4.13b). The resulting model structure is illustrated in Fig. 2.23.

To take advantage of the convection cooling term, the enclosure model can be further developed to include fan power, air velocity, and the temper-
Figure 2.23: Cell model with multiple-internal-volumes, resistive/overpotential/entropy-heating, and conduction/radiation/convection-cooling

ature of the HVAC heat-exchanger. To accomplish this, we replace $T_{\text{env}}$ with $T_{\text{EN}}$ in (2.4.13c) and add the additional constraints shown in:

$$C_{\text{EN}} \frac{\partial T_{\text{EN}}}{\partial t} = N_{\text{cell}} \left( U(u_{\infty}) (T - T_{\text{EN}}) + \epsilon \sigma_{\text{sm}} (T^4 - T_{\text{EN}}^4) \right)$$

$$+ U_{\text{EN}} (T_{\text{env}} - T_{\text{EN}}) + \epsilon \sigma_{\text{EN}} (T_{\text{env}}^4 - T_{\text{EN}}^4)$$

$$+ U_{\text{EX}} (u_{\infty}) (T_{\text{EX}} - T_{\text{EN}})$$

$$C_{\text{EX}} \frac{\partial T_{\text{EX}}}{\partial t} = U_{\text{EX}} (u_{\infty}) (T_{\text{EN}} - T_{\text{EX}}) - \eta_{\text{HVAC}} p_{\text{HVAC}}$$

$$u_{\infty} = \eta_{\text{fan}} p_{\text{fan}}$$

where $T_{\text{EX}}$ is the heat-exchanger temperature, $C_{\text{EX}}$ is the heat exchanger heat capacity, $U_{\text{EX}} (u_{\infty})$ is the air velocity dependent thermal transmittance between the air and heat-exchanger, $p_{\text{fan}}$ is the fan power, and $\eta_{\text{fan}}$ is the fan efficiency. The resulting model structure is illustrated in Fig. 2.24

There are many useful combinations of these models. For example, a controller may want to have a more detailed cell model and a less detailed enclosure model or vice-versa. Alternatively, these models can be customized to a specific cell design or enclosure architecture. The “Big cell” modeling assumption is commonly used but the “Short-board effect” and “One-by-one calculation” can be used in thermal modeling as well. A similar model extension to the enclosure would be to represent a finite number of internal volumes.
Each cell would reside within a volume and the heat transfer would only depend on that volume’s temperature. Each of these options greatly increases model complexity with unknown, perhaps limited, benefits to controller performance.

2.4.3.1 Temperature Model Application

For this application we solve the optimal control problem in Section 2.2 using a thermal model. However, in this section we assess how the control changes if it is in a very hot environment. In some regions, the temperature can commonly reach 43.3 °C (110 °F) during the day. BESS in such an environment are generally installed in enclosures with HVAC systems. Given this environment, we determine an optimal control schedule for both the BESS power and the HVAC system power using the parameters in Table 2.13. The modified objective and constraints, in addition to those for the CRM defined
in Section 2.3.2.1 are shown in:

\[
\min_{x_T \in \mathbb{R}^{9n+5}} \Delta t w^T (1 + p + p_{HVAC}) + \nu \tau \quad (2.4.15a)
\]

subject to:

\[
\text{subject to: }
\]

\[
i + p + p_{HVAC} \leq \tau \quad (2.4.15b)
\]

\[
C_T DT = R_0 (i_{bat})^2 + U(T_{EN[1:n]} - T_{[1:n]}) \quad (2.4.15c)
\]

\[
C_{EN} DT_{EN} = K_{H} (T_{[1:n]} - T_{EN[1:n]}) + U_{EN}(T_{env} - T_{EN[1:n]}) - \eta_{HVAC} p_{HVAC} \quad (2.4.15d)
\]

\[
T[1] = T_0 \quad (2.4.15e)
\]

\[
T_{EN[1]} = T_0 \quad (2.4.15f)
\]

\[
\mathbf{T} \leq T_{max}[1] \quad (2.4.15g)
\]

\[
[0] \leq p_{HVAC} \leq p_{HVAC-max}[1] \quad (2.4.15h)
\]

where \( x_T = \{p, p_{dc}, i_{bat}, v_{bat}, v_{oc}, s, T, p_{HVAC}, T_{EN}, \tau, \} \in \mathbb{R}^{9n+5} \), \( T \in \mathbb{R}^{n+1} \) is the temperature of the hottest cell at each time step, \( T_{EN} \in \mathbb{R}^{n+1} \) is the enclosure temperature, and \( i_{bat} \in \mathbb{R}^n \) is the dc current. The environmental temperature is assumed to be sinusoidal, with a period of 24 hours, a peak of 45°C at 3:00 pm, and a magnitude of 2.5°C. The formal expression for the temperature is shown in:

\[
T_{env} = 2.5 \cos \left( \frac{2\pi \Delta t}{24} k - 15 \right) + 42.5 \quad \forall k \in \{1, 2, \ldots n\} \quad (2.4.16)
\]

where \( T_{env} \in \mathbb{R}^n \) is the environmental temperature at each time step.

The net load achieved over the control horizon from the combined SoC-Thermal model is shown in Fig. 2.25 (a). The optimal control schedule calculated is shown in Fig. 2.25 (b). The HVAC power schedule is shown in Fig. 83.
Table 2.13: Example Battery System Temperature Model Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery Thermal Transmittance</td>
<td>$U$</td>
<td>0.2 W/°C</td>
</tr>
<tr>
<td>Battery Heat Capacity</td>
<td>$C_T$</td>
<td>1.495 J/°C</td>
</tr>
<tr>
<td>Maximum Temperature</td>
<td>$T_{\text{max}}$</td>
<td>45 °C</td>
</tr>
<tr>
<td>Initial Battery Temperature</td>
<td>$T_0$</td>
<td>40 °C</td>
</tr>
<tr>
<td>Minimum Temperature</td>
<td>$T_{\text{min}}$</td>
<td>-20 °C</td>
</tr>
<tr>
<td>Nominal Temperature</td>
<td>$T_{\text{nom}}$</td>
<td>20 °C</td>
</tr>
<tr>
<td>Enclosure Thermal Transmittance</td>
<td>$U_{\text{EN}}$</td>
<td>1 W/°C</td>
</tr>
<tr>
<td>Enclosure Heat Capacity</td>
<td>$C_{\text{EN}}$</td>
<td>30 kJ/°C</td>
</tr>
<tr>
<td>Initial Enclosure Temperature</td>
<td>$T_{\text{EN0}}$</td>
<td>40 °C</td>
</tr>
<tr>
<td>Max HVAC power</td>
<td>$p_{\text{HVAC-max}}$</td>
<td>100 kW</td>
</tr>
<tr>
<td>HVAC Efficiency</td>
<td>$\eta_{\text{HVAC}}$</td>
<td>700%</td>
</tr>
</tbody>
</table>

Note: these model parameters are meant to represent a typical battery system and do not necessarily reflect any specific equipment.

2.25 (d) and the environmental, battery, and enclosure temperature trajectories are shown in Fig. 2.25 (e). The controller can anticipate a period of high temperature and pre-cool the enclosure, and hence the battery, to achieve the desired schedule. Note also that the pre-cooling takes place during the off-peak electricity pricing period. The magnitude and duration of the HVAC cooling is precisely tuned such that the battery’s temperature reaches its limit (45 °C) exactly at the end of the schedule. Note also that the power profile no-longer preferentially charges during off-peak times. This is a result of the quadratic increase in temperature from high rate charging that generates too much heat for the system to transfer to the environment cost-effectively.

The control solution reduces the total electrical bill from $52,080 (50,000 demand, $2,080 energy) to $48,001 (45,871 demand, $2,130 energy). Within the energy bill, the energy required to cool the battery accounts for $51. The
Figure 2.25: Results from control incorporating temperature model: (a) net load with BESS power control, (b) battery power, (c) battery SoC, (d) enclosure ac power, and (e) battery, enclosure, and environmental temperatures

The net effect is a $4,079 (7.83\%)$ reduction from the baseline electrical bill, or a $53 (0.11\%)$ increase in the electrical bill calculated using only the CRM. The more important comparison is that if we model battery temperature in this environment under the control solution developed using only the CRM, the hottest battery reaches a peak temperature of $55.6 \, ^\circ\text{C}$. By incorporating a thermal model into the controller, we can plan control actions to maintain defined temperature limits.
2.5 Degradation Models

As batteries age with time and use, their energy storage and supply capabilities degrade until they no-longer meet the requirements of their designed services. When degradation is included in optimal control, it tends to rely on empirical degradation models that abstract many of the physical processes in favor of model simplicity. However, there are several studies that use the SPM or a simplified P2D to incorporate physical degradation models into a controller design [59, 91, 117–120].

This section first establishes definitions for state-of-health (SoH) and how they fit into optimal control. We then introduce and assess empirical stress factor based models for accurate degradation modeling. Linearizing and simplifying the detailed empirical degradation model allows us to calculate several norm-based regularization factors that efficiently incorporate degradation into optimal control objectives. Last, we cover physical degradation models based on intercalation stresses and two different side-reactions in lithium-ion batteries.

We use the terminology beginning-of-life (BoL) to denote the conditions when the battery is new, end-of-life (EoL) to denote the conditions when the battery can no-longer reliably supply energy services, and state-of-life (SoL) to denote the conditions, between BoL and EoL, that the battery is in at a given state. The EoL conditions are often specified by the battery or BESS manufacturer as a part of a warranty. Because of this lack of standardization, SoH can be defined in many ways (e.g., based on changes in capacity, resistance, round trip efficiency, etc.). We use a more general definition of SoH
(\(\varrho\)), represented in:

\[
\varrho = 1 - \frac{y_{BoL} - y_{SoL}}{y_{BoL} - y_{EoL}}
\]  

(2.5.1)

where \(\varrho\) is the SoH of the battery and \(y\) is a critical parameter for the battery to reliably supply services. In (2.5.1), SoH is defined as the ratio of a specific parameter’s (or combination of parameters) movement from its initial state at BoL to its final state at EoL. In this context, SoH can represent movement in energy capacity (kWh), available energy (kWh), charge capacity (Ah), available active material (e.g. through “loss-of-lithium” in mols), coulombic efficiency (%), or internal resistance (\(\Omega\)). Available energy is a combination of available charge/discharge power, and energy capacity that is defined very precisely in the electric vertical context \[121\] but analogs can be imagined for energy storage applications as well. Using this definition, no matter what parameter is used, and whatever the BoL and EoL conditions are specified, \(\varrho\) at BoL always equals 1, and \(\varrho\) at EoL always equals 0. As we are focused on controller design, this definition does not account for “rejuvenation” cycles wherein lead-acid and some types of flow batteries can recover some loss of SoH.

For the purposes of control design, we can assume that the change in model parameters from degradation over any forward-looking control horizon is extremely small. That is, absolute changes in parameters from degradation happen over the course of months or even years, while controllers operate over hours or days. For this reason, from the perspective of control design, it is unimportant which parameter is used to calculate SoH. The rate of degradation, in contrast, can change quickly and is a critical factor in determining optimal control. Hence, rather than modeling SoH, we model the rate of degradation directly as a calculated variable.
There are at least two ways to incorporate the rate of degradation into optimal control design. The first way is to add incremental battery replacement/refurbishment cost in the objective \[44\]. The second method is to constrain operation to a maximum degradation rate to ensure a warranty period \[42\]. The following is a detailed introduction to these two methods.

When batteries reach EoL, they can be replaced with new batteries that restore the system’s functionality to BoL conditions. In certain cases, the old batteries can be resold/re-purposed in a new application. The net costs predicted to be incurred at EoL, denoted by \(C_{\text{EoL}}\), provide a quantitative estimate of how much the controller should weight battery degradation. The cost incurred through battery degradation is calculated in:

\[
f_b = C_{\text{EoL}} \frac{\partial \varrho}{\partial t} = C_{\text{EoL}} \dot{\varrho}
\]

\[\text{(2.5.2)}\]

where \(f_b\) is the cost of the battery degradation over a full control horizon, \(C_{\text{EoL}}\) is the net cost at EoL, \(\varrho\) is the present SoH, and \(\dot{\varrho}\) is the average degradation rate over the control horizon.

As the cost incurred in \[2.5.2\] is the present value of a predicted future cost, it is possible to apply a discount rate based on an assumed interest rate. The number of compounding periods would then be estimated linearly from the current SoH, the average rate of degradation, and an assumed compound period, as shown in:

\[
f_b = (1 + i)^{-n} C_{\text{EoL}} \dot{\varrho}
\]

\[\text{(2.5.3a)}\]

\[
n = \left( \frac{1}{t_{\text{comp}}} \right) \frac{\varrho}{\dot{\varrho}}
\]

\[\text{(2.5.3b)}\]

where \(i\) is the interest rate, \(n\) is the number of compounding periods between SoL and EoL, and \(t_{\text{comp}}\) is the duration of each compounding period. This is
meant to illustrate only one of many methods available for discounting future cost. It is sensible that control design using this method reflects whatever financial structure and assumptions are used for projected EoL costs.

Alternatively, a controller can be designed to maximize value while enforcing a designed or warranted service life. This method does not include an additional cost term in the objective and instead includes an additional constraint on the average rate of degradation, as shown in:

\[ \dot{\varrho} \geq -\frac{\varrho}{L_{\text{war}} - L} \]  

(2.5.4)

where \( L_{\text{war}} \) is the total warranty life (e.g., 15 years), and \( L \) is the current life (years that the BESS has been in service). Critically, the degradation rate should be allowed to temporarily exceed the rate at which the BESS would reach EoL before the warranted service life as this allows for periods of rest to counterbalance period of high utilization. If this method is used, it is important to account for how the controller should transition operation past EoL as (2.5.4) is infeasible if \( L \geq L_{\text{war}} \). Note that (2.5.4) can be imposed as a soft constraint, with a slack variable subtracted from the limit and maximized in the objective. This approach can handle infeasibility at the expense of additional decision variables, which can be helpful when more complex degradation models are used.

A useful reformulation of this is for a manufacturer to supply a “warranty life curve” as shown in Fig. 2.26. This curve has a maximum warranty life and a function that describes how the warranty period would be shortened based on BESS operation increasing a supplied degradation metric (e.g., cycles as in [122]). This curve may or may not be accompanied by an equation to calculate the degradation metric as it is often described by just a few points
to prevent reverse engineering. The warranty life can be interpreted in the context of control as the reciprocal of the rate of degradation, as in:

$$\dot{\varrho} = -\frac{1}{\mathcal{D} L_{\text{war}}} \geq -\frac{\varrho}{L_{\text{war}} - L} \quad (2.5.5)$$

where $\mathcal{D} : \mathbb{R} \mapsto \mathbb{R}$ is the warranty life curve supplied by the battery or BESS manufacturer. This formulation allows a generic warranty life curve to be implemented as a constraint into a BESS controller.

This section outlines various models for calculating the average rate of degradation for use in optimization. We adapt a stress factor model used for life prediction of lithium-ion cells for use in control design. We then illustrate how, through a series of operational assumptions, this stress factor model can be reduced to simple norm-based regularization. Last, we introduce several physical degradation models. Table 2.14 shows a summary of the types of degradation models discussed in the following sections.
<table>
<thead>
<tr>
<th>Model Type</th>
<th>Parameters</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell_1$ Power regularization$^1$</td>
<td>$C_{EoL}$, $L_{cyc}$</td>
<td>simple convex reformulation, can be applied to ERM</td>
<td>assumptions: static cycle DoD, average SoC, cell temperature, and time horizon</td>
<td>[42,44,123]</td>
</tr>
<tr>
<td>$\ell_2$ Power regularization$^1$</td>
<td>$C_{EoL}$, $K_T$</td>
<td>simple convex epigraph reformulation, can be applied to ERM</td>
<td>assumptions: static cycle DoD, average SoC, cell temperature, number of cycles, and time horizon</td>
<td></td>
</tr>
<tr>
<td>$\ell_1$ Current regularization$^2$</td>
<td>$C_{EoL}$, $L_{cyc}$</td>
<td>simple convex reformulation</td>
<td>assumptions: static cycle DoD, average SoC, cell temperature, and time horizon</td>
<td>[59,64,84]</td>
</tr>
<tr>
<td>$\ell_2$ Current regularization$^2$</td>
<td>$C_{EoL}$, $K_T$</td>
<td>simple convex epigraph reformulation</td>
<td>assumptions: static cycle DoD, average SoC, cell temperature, number of cycles, and time horizon</td>
<td>[124,126]</td>
</tr>
<tr>
<td>$\ell_1$ SoC regularization$^1$</td>
<td>$C_{EoL}$, $K_\varsigma$</td>
<td>simple convex reformulation</td>
<td>assumptions: static cycle DoD, cell temperature, number of cycles, and time horizon</td>
<td></td>
</tr>
<tr>
<td>$\ell_\infty$ DoD regularization$^1$</td>
<td>$C_{EoL}$, $K_{DoD}$</td>
<td>simple convex reformulation</td>
<td>assumptions: static cell temperature, and time horizon, can only be applied accurately to one cycle at a time.</td>
<td>[127]</td>
</tr>
</tbody>
</table>

$^1$ Requires at least ERM SoC model from Section 2.3.1

$^2$ Requires at least CRM SoC model from Section 2.3.2

$^3$ Requires CRM SoC model and a temperature model from Sections 2.3 and 2.4

$^4$ Requires at least SPM SoC model from Section 2.3.3

$^5$ Requires SPM SoC model and a temperature model from Sections 2.3.1 and 2.4
<table>
<thead>
<tr>
<th>Model Type</th>
<th>Parameters</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainflow cycle-counting</td>
<td>$k_t$, $k_c$, $\varsigma_{\text{ref}}$, $k_T$, $T_{\text{ref}}$, $k_{\delta 1}$, $k_{\delta 2}$, $k_{\delta 3}$</td>
<td>accurate predictor of SoH, no assumptions about static operating conditions, convex if stress factors are convex</td>
<td>must either discretize SoC, temperature, and current or use a sub-gradient solver before application in optimal control, high computational burden, assumes operational windows for DoD, SoC, and temperature</td>
<td>21, 65, 127, 133</td>
</tr>
<tr>
<td>SEI layer formation model</td>
<td>$n_{\text{SEI}}$, $k_{\text{SEI}}$, $D_{\text{SEI}}$, $M_{\text{SEI}}$, $\rho_{\text{SEI}}$, $A_{s,n}$</td>
<td>physical salience, accounts for accelerated degradation from increased temperature</td>
<td>difficult to isolate from other physical degradation mechanisms, only applies to lithium based battery chemistries</td>
<td>59, 117, 134, 136</td>
</tr>
<tr>
<td>Lithium-plaiting model</td>
<td>$\Phi_{sr}$, $R_{\text{film}}$, $k_{sr}$, $\alpha_{sr}$, $C_{l,p}$, $L_{l,p,EoL}$</td>
<td>physical salience, can be avoided entirely by constraining $\eta_{sr} \geq 0$</td>
<td>difficult to isolate from other physical degradation mechanisms, not accurate model for degradation in performance if used on its own, only applies to lithium based battery chemistries</td>
<td>91, 118</td>
</tr>
<tr>
<td>Intercalation stress model</td>
<td>$\Omega_n$, $E_n$, $n_{\text{poi}}$, $L_{\text{stress,EoL}}$</td>
<td>physical salience, applies to many battery chemistries</td>
<td>difficult to isolate from other physical degradation mechanisms, added complexity is proportional to number of particle volumes modeled in the SPM or P2D</td>
<td>119, 120, 137, 138</td>
</tr>
</tbody>
</table>

1 Requires at least ERM SoC model from Section 2.3.1
2 Requires at least CRM SoC model from Section 2.3.2
3 Requires CRM SoC model and a temperature model from Sections 2.3.1 and 2.4
4 Requires at least SPM SoC model from Section 2.3.3
5 Requires SPM SoC model and a temperature model from Sections 2.3.1 and 2.4
2.5.1 Empirical Degradation Models

Empirical battery degradation models can be classified as either calendar aging or cycle aging, with total degradation being the superposition of the two [139]. Calendar aging models are functions of time, average SoC, and average temperature and impact SoH whether or not the battery is charged or discharged. Cycle aging models are based on cycle SoC, current, cycle depth-of-discharge (DoD), and cycle temperature. Models based on current (or C-rate), such as the models presented in [140] and [141], generally work best for constant current cycling performed in laboratory experiments and have unknown accuracy in application that require variable charge or discharge rates.

It is common to represent degradation based on an exponential decay function of calendar and cycle degradation [128], as shown in:

\[ \varrho = e^{-f_d} \] (2.5.6)

where \( f_d \) is the aggregate degradation stress factor based on a combination of calendar life stress factors, and cycle life stress factors. We can model the value of the aggregate degradation stress factor as an additional variable in our system representation.

A rainflow cycle counting algorithm originally developed for material degradation [142] is widely used for accurate cycle-life modeling [65, 129, 130]:

\[ f_d = S_t S_c S_T + \sum_{i=1}^{N} w_i S_{\delta} S_c S_T \] (2.5.7)

where \( N \) is the number of cycles in the control horizon, \( i \) is a cycle index variable, \( w_i \) is a binary variable indicating a full cycle or a partial cycle, and
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each stress factor is shown in:

\[ S_t = k_t \, t \]  \hspace{1cm} (2.5.8)  
\[ S_\varsigma = e^{k_\varsigma (\varsigma - \varsigma_{\text{ref}})} \]  \hspace{1cm} (2.5.9)  
\[ S_T = e^{k_T (T - T_{\text{ref}})} \]  \hspace{1cm} (2.5.10)  
\[ S_\delta = a \, \delta^4 + b \, \delta^3 + c \, \delta^2 + d \, \delta + e \]  \hspace{1cm} (2.5.11)

where \( t \) is time, \( S_t \) is the time stress factor, \( \varsigma \) is SoC, \( S_\varsigma \) is the SoC stress factor, \( T \) is temperature, \( S_T \) is the temperature stress factor, \( \delta \) is DoD, and \( S_\delta \) is the DoD stress factor. The parameters \( T_{\text{ref}}, \varsigma_{\text{ref}}, k_t, k_\varsigma, k_T, a, b, c, d, \) and \( e \) enable their associated stress factors to be tuned to specific batteries. Degradation models that do not use rainflow cycle counting often make duty-cycle profile assumptions such as in [143,144].

Here we could extend the short board and cell-by-cell modeling approaches introduced in Section 2.3.2 to the distribution of degradation rates within a battery string or pack. However, from a control perspective, representing the maximum and minimum SoH in a string is less critical than for either SoC or Temperature because particularly low SoH cells can be replaced during regular maintenance, and hence would not limit operation. For this reason, the “big cell” representation of string level degradation is generally the most appropriate for optimal control applications.

As the controller objective is to minimize the change in SoH, we can take the derivative of (2.5.6) to obtain:

\[ \dot{\varsigma} = - \frac{\partial f_d}{\partial t} e^{-f_d} = -k_t \, S_\varsigma \, S_T \, e^{-f_d} \]  \hspace{1cm} (2.5.12)

yielding the form of SoH used in a controller model. Modeling SoH in this way presents a fundamental challenge. The rainflow counting algorithm in (2.5.7)
is recursive in that, under most conditions, we cannot determine the number or
time of each cycle within an schedule. When performing a rainflow counting
algorithm on a known schedule, the schedule is broken into many smaller
pieces that add up to the total degradation. However, this schedule splitting
cannot be done a priori and hence is very difficult for optimization algorithms
to work with. We discuss three imperfect workarounds and one apparent
solution to this problem. First, there are some cases where the time windows
for each cycle are predetermined (e.g., daily cycling). This makes the rainflow
counting algorithm trivially simple and easy to implement in optimization.
However, under some circumstances, the optimal solution, assuming only one
cycle, yields two or more cycles. Similarly, the optimal solution assuming
two cycles can often yield an optimal schedule that includes just one cycle,
or cycles with different boundaries than expected. The second approach is to
discretize the control schedule as demonstrated in \[122,131\]. By breaking the
available range of SoC and current into a number of discrete states it allows the
controller to map each state transition onto a piecewise linearized degradation
curve. This approach has the benefit of accuracy of the degradation function
at the cost of precision of the control solution and computation time. The
third workaround is to linearize the degradation rate around assumed static
operational conditions, including cycles. Doing this, it can be found that
the rate of degradation can be written in the form of a regularization term.
This third approach is discussed in the following section. Lastly, an apparent
solution is presented by Shi et al, who first prove the convexity of the rainflow
counting algorithm and then demonstrate a subgradient algorithm for efficient
optimal control \[132\]. This method works by recognizing that every charge
(and discharge) action belongs to either one charge half cycle or two charge
half cycles if it is at the time boundary between two cycles. The cost of a
charge action at the boundary can be mapped from the cycle depth of either of its member half cycles. Hence the subgradient algorithm can avoid the calculation of the number of cycles entirely, instead adding the cost associated with the member half cycle to the subgradient of the charge action.

2.5.1.1 Degradation as Regularization

In machine learning, regularization is commonly used to prevent a model from overfitting data. Here we use similar methods to prevent our controller from over-using batteries. In this section we derive several different kinds of regularization terms based on the stress factors described above. While most of the degradation stress factors are nonlinear functions, their first-order Taylor series approximations can be reformulated as the norms of specific decision variables.

The simplest approach to calculating the rate of degradation (\( \dot{\rho} \)) is to linearize it to an assumed cycle depth-of-discharge, temperature, and average SoC. Under these assumptions, the degradation rate can be written:

\[
\dot{\rho} = \frac{|p_e|}{(1 + \frac{1}{\eta_e})L_{cyc}Q_{cap}}
\] (2.5.13)

\[
\dot{\rho} = \frac{|i_{bat}|}{(1 + \frac{1}{\eta_c})L_{cyc}C_{cap}}
\] (2.5.14)

where \( p \) is BESS ac real power, \( i_{bat} \) is the battery current, \( \eta_e \) is the coulombic efficiency, \( L_{cyc} \) is the rated cycle-life to EoL, \( Q_{cap} \) is the energy capacity, and \( C_{cap} \) is the charge capacity. Under these narrow conditions, degradation is proportional to the absolute value of the battery power as shown in (2.5.13) when using the ERM \([42, 44, 123, 145]\) or to the absolute value of the battery current as shown in (2.5.14) when using the CRM \([59, 84]\). A modification
to this approach is to establish a power or current threshold above which the linear cost increases as in [47]. Another modification is to multiply the absolute value of power or current by a stress factor based on temperature and charge/discharge rate as in [64, 123]. Note that, when adding (2.5.13) or (2.5.14) up over a discrete control horizon, this form of degradation is equivalent to applying a $\ell_1$ norm power regularization, or $\ell_1$ norm current regularization, as shown in:

\[
\begin{align*}
  f_b(p) &= \Pi_{\text{cyc}} \|p\|_1 \\
  \Pi_{\text{cyc}} &= \frac{\Delta t C_{\text{EOL}}}{(1 + \frac{1}{\eta_c}) L_{\text{cyc}} Q_{\text{cap}}} \\
  f_b(i_{\text{bat}}) &= \Pi_{\text{cyc}} \|i_{\text{bat}}\|_1 \\
  \Pi_{\text{cyc}} &= \frac{\Delta t C_{\text{EOL}}}{(1 + \frac{1}{\eta_c}) L_{\text{cyc}} C_{\text{cap}}}
\end{align*}
\]

The regularization weight $\Pi_{\text{cyc}}$ has units of $\$/kW or $\$/A depending on which equation it is in because of the units of the relevant decision variable.

At an assumed static temperature, the derivative of degradation rate with respect to temperature is constant ($K_T$) as shown in (2.5.17). Ignoring the reversible heat generation, overpotential heating, and assuming that battery temperature and environmental temperature are very close, the derivative of temperature in (2.4.10) reduces to simply the resistive heating term, as in:

\[
\begin{align*}
  K_T &= \frac{\partial^2 \theta}{\partial T \partial t} = \frac{\partial}{\partial T} \left( -\dot{f}_d e^{-\dot{f}_d} \right) \\
  \frac{\partial T}{\partial t} &= \frac{R_0}{C_T} i_{\text{bat}}^2
\end{align*}
\]
where $K_T$ is the partial derivative of degradation rate with respect to temperature, $T$ is the battery temperature, $t$ is time, $R_0$ is the battery ohmic resistance, and $C_T$ is the battery’s total heat capacity. From (2.5.17) and (2.5.18), we obtain the second derivative of degradation:

$$
\ddot{\varrho} = \frac{K_T R_0}{C_T} \dot{i}_{\text{bat}}
$$

(2.5.19)

Assuming piecewise constant values for current, integrating (2.5.19) yields an approximation of the average degradation rate:

$$
\dot{\varrho} \approx \frac{\Delta t K_T R_0}{C_T} \|i_{\text{bat}}\|^2
$$

(2.5.20)

Again note that, when added up over the control horizon, this form of degradation is equivalent to applying a $\ell_2$ norm-squared current regularization to the objective function as shown in:

$$
f_{\text{b}}(i_{\text{bat}}) = \Pi_T \|i_{\text{bat}}\|^2
$$

(2.5.21a)

$$
\Pi_T = \frac{\Delta t^2 C_{\text{EoL}} K_T R_0}{C_T}
$$

(2.5.21b)

where the regularization weight $\Pi_T$ in this equation has units of $\$/A$^2$. This form of degradation cost has been used in [124–126] to minimize heat generation in hybrid vehicle energy management optimization.

Further, assuming a constant battery voltage ($v_{\text{bat}} = v_0$), (2.5.21) can be reformulated using ac power instead of dc current. Assuming the ac/dc conversion model in (2.3.20), with $\phi_b = 0$, the minimum heat generation regularization is shown in:

$$
f_{\text{b}}(p) = \Pi_T \|p\|^2
$$

(2.5.22a)

$$
\Pi_T = \frac{\Delta t^2 C_{\text{EoL}} K_T R_0 \phi_m^2}{C_T v_0}
$$

(2.5.22b)
where the regularization weight $\Pi_T$ in this equation has units of $\$/kW^2.

At an assumed static average SoC ($\varsigma_{\text{avg}}$), the derivative of the degradation rate with respect to average SoC is constant, as shown in:

$$\varsigma_{\text{avg}} = \frac{||\varsigma||_1}{n} \quad (2.5.23)$$

$$K_\varsigma = \frac{d^2 \varrho}{d\varsigma_{\text{avg}} dt} = \frac{\partial}{\partial \varsigma_{\text{avg}}} \left( -\dot{f}_d e^{-\int_0^t} \right) \quad \left| \begin{array}{c} T=T_0 \\ t=t_0 \\ \delta=\delta_0 \\ \varsigma=\varsigma_0 \end{array} \right. \quad (2.5.24)$$

where $K_\varsigma$ is the partial derivative of degradation rate with respect to SoC, $\varsigma_{\text{avg}}$ is the average SoC, and $n$ is the number of steps in the discrete control horizon. Multiplying both sides by $\partial \varsigma_{\text{avg}}$ and, assuming piecewise constant values for SoC, integrating yields an approximation for the average degradation rate:

$$\dot{\varrho} \approx \frac{K_\varsigma}{n} ||\varsigma||_1 \quad (2.5.25)$$

This form of degradation is equivalent to applying a $\ell_1$ norm SoC regularization to the objective function as shown in:

$$f_b(\varsigma) = \Pi_\varsigma ||\varsigma||_1 \quad (2.5.26a)$$

$$\Pi_\varsigma = \frac{\Delta T C_{EoL} K_\varsigma}{n} \quad (2.5.26b)$$

where the regularization weight $\Pi_\varsigma$ in this equation has units of $\$/(%SoC).

At an assumed static cycle DoD, the derivative of degradation rate with respect to DoD is constant, as shown in:

$$\delta = \max(\varsigma) - \min(\varsigma) = ||\varsigma||_\infty + ||1 - \varsigma||_\infty - 1 \quad (2.5.27)$$

$$K_{\text{DoD}} = \frac{\partial^2 \varrho}{\partial \delta \partial t} = \frac{\partial}{\partial \delta} \left( -\dot{f}_d e^{-\int_0^t} \right) \quad \left| \begin{array}{c} T=T_0 \\ t=t_0 \\ \delta=\delta_0 \\ \varsigma=\varsigma_0 \end{array} \right. \quad (2.5.28)$$
where \( K_{\text{DoD}} \) is the partial derivative of degradation rate with respect to DoD, and \( \delta \) is the DoD. Multiplying both sides by \( \partial \delta \) and, assuming piecewise constant values for SoC, integrating yields an approximation for the average degradation rate:

\[
\hat{\dot{\rho}} \approx K_{\text{DoD}} \delta = K_{\text{DoD}} \left( \|\varsigma\|_{\infty} + \|1 - \varsigma\|_{\infty} - 1 \right) \tag{2.5.29}
\]

This form of degradation is equivalent to applying an \( \ell_\infty \) norm \( \varsigma \) and \( 1 - \varsigma \) regularization to the objective function as shown in:

\[
f_b(\varsigma) = \Pi_{\text{DoD}} \left( \|\varsigma\|_{\infty} + \|1 - \varsigma\|_{\infty} \right) \tag{2.5.30a}
\]

\[
\Pi_{\text{DoD}} = C_{\text{EoL}} K_{\text{DoD}} \tag{2.5.30b}
\]

Note that the \(-1\) can be omitted from \( s_{\text{DoD}} \) in this formulation because, as a constant, it would not affect the minimizers of the optimization. This degradation cost has been applied to BESS in a daily energy market arbitrage application \[127\]. The regularization weight \( \Pi_{\text{DoD}} \) in this equation has units of \( \$/\text{(%DoD)} \).

Now that the partial derivatives have each been derived, we can combine them to yield a function for total degradation. As the current based cycle-counting and heat-generation degradation functions require fewer assumptions than their ac power based counterparts, we use (2.5.16) and (2.5.21) instead of (2.5.15) and (2.5.22) though either option produces a viable estimate of total degradation. The formulation for linearized total degradation cost is shown in:

\[
f_b(\text{i}_{\text{bat}}, \varsigma) = \Pi_{\text{cyc}} \|\text{i}_{\text{bat}}\|_1 + \Pi_{\text{T}} \|\text{i}_{\text{bat}}\|_2^2 + \Pi_{\varsigma} \|\varsigma\|_1 \\
+ \Pi_{\text{DoD}} \left( \|\varsigma\|_{\infty} + \|1 - \varsigma\|_{\infty} \right) \tag{2.5.31}
\]
2.5.2 Physical Degradation Models

Physical degradation models have already been reviewed in \[95, 146, 147\]. These models are built on top of the concentration-based SoC model type discussed in Section 2.3.3. As with empirical models, physical degradation models can emphasize calendar aging \[148\] or cycle aging \[149\]. However, a better classification is to distinguish models that focus on chemical side-reactions \[136, 148, 152\] or material fatigue \[119, 138\]. Rather than duplicating a review of all the models available, the rest of this section analyzes the narrower intersection between physical degradation modeling and optimal control.

In lithium-ion batteries, which are the primary focus of research on degradation mechanisms, the formation of the solid electrolyte interphase (SEI) layer both increases resistance and reduces the available lithium resulting in both power and capacity fade \[117\]. The current density of the side-reaction that leads to the growth of the SEI layer \[59, 134, 135\] is shown in:

\[
J_{\text{SEI}} = \frac{\exp \left( -\frac{F}{RT} \eta_n \right)}{n_{\text{SEI}} k_{\text{SEI}} \exp \left( \frac{n_{\text{SEI}} F}{n_{\text{SEI}} F} (\Phi_n - 0.4) \right)} - \frac{\delta_{\text{SEI}}}{n_{\text{SEI}} F D_{\text{SEI}}} \tag{2.5.32}
\]

where \(J_{\text{SEI}}\) is the SEI side-reaction current density, \(F\) is Faraday’s constant, \(R\) is the ideal gas constant, \(T\) is the battery temperature, \(\eta_n\) is the negative electrode overpotential, \(n_{\text{SEI}}\) is the number of electrons in the SEI side-reaction, \(k_{\text{SEI}}\) is the chemical rate constant of the SEI side-reaction, \(\Phi_n\) is the open circuit voltage of the negative electrode, \(\delta_{\text{SEI}}\) is the thickness of the SEI layer, and \(D_{\text{SEI}}\) is the diffusion coefficient of lithium in the SEI layer.

If power is the critical parameter for operation, then we use the growth in the thickness of the SEI layer to calculate the rate of change in SoH as
shown in:

\[
\frac{\partial \delta_{\text{SEI}}}{\partial t} = J_{\text{SEI}} M_{\text{SEI}} n_{\text{SEI}} F \rho_{\text{SEI}} \\
\varrho_{\text{SEI}} = 1 - \frac{\delta_{\text{SEI}}}{\delta_{\text{SEI,EoL}}} 
\]

where \( M_{\text{SEI}} \) is the molar volume of SEI reaction products, and \( \rho_{\text{SEI}} \) is the density of the SEI layer. It should be noted that there are many other ways of modeling the growth of the SEI layer [136].

If capacity is the critical parameter for operation, then we use the loss-of-lithium to calculate the rate of change in SoH as shown in:

\[
\frac{\partial L_{\text{SEI}}}{\partial t} = J_{\text{SEI}} A_{s,n} \\
\varrho_{\text{SEI}} = 1 - \frac{L_{\text{SEI}}}{L_{\text{SEI,EoL}}} 
\]

where \( L_{\text{SEI}} \) is the lost lithium content, and \( A_{s,n} \) area of the negative electrode.

Another side-reaction to consider is lithium-plating, which can occur under adverse charging conditions or as a result of accidental overcharge [91, 118]. In this case, the rate of change in SoH can be calculated as the magnitude of the side-reaction over-potential if it is negative as shown in:

\[
\eta_{sr} = \phi_{1,n} - \phi_{2,n} - \Phi_{sr} - F J_{sr} R_{\text{film}} \\
J_{sr} = k_{sr} (x_{s,n,\text{surf}})^{\alpha_{sr}} \\
\times \left\{ \exp \left( \frac{(1 - \alpha_{sr}) F}{RT} \eta_{sr} \right) - \exp \left( -\frac{\alpha_{sr} F}{RT} \eta_{sr} \right) \right\} \\
\frac{\partial L_{1,p}}{\partial t} = C_{1,p} \mid \min(\eta_{sr}, 0) \mid
\]

where \( \eta_{sr} \) is the side-reaction overpotential, \( \phi_{1,n} \) is the solid-phase potential, \( \phi_{2,n} \) is the solution-phase potential, \( \eta_{n} \) is the anode overpotential, calculated
using the Butler-Volmer equation (2.3.33), $\Phi_{sr}$ is the side reaction reference voltage, which can be conservatively estimated to be zero in this case [91], $J_{sr}$ is the side-reaction current density, $R_{film}$ is the lithium metal film resistance, $k_{sr}$ is the side-reaction rate constant, $x_{s,n,surf}$ is the surface concentration of lithium divided by the maximum concentration, $\alpha_{sr}$ is the side-reaction transfer coefficient, $C_{l.p.}$ is the ratio between negative magnitude of $\eta_{sr}$ and the quantity of lithium-plaiting, $L_{l.p.}$ is a quantitative measure of the accumulated lithium plaiting, and $L_{l.p.,EoL}$ is the lithium-plaiting limit at EoL. Authors in [91] simplify this by assuming that $R_{film}$ is zero, meaning that $\eta_{sr} = \eta_n - \Phi_n$. Alternatively, a controller can be configured to prevent this side-reaction entirely by constraining $\eta_{sr}$ to be non-negative as shown in:

$$\eta_{sr} \geq 0$$ (2.5.39)

A controller can be designed to minimize intercalation-induced fatigue [119, 120]. Intercalation-induced fatigue occurs in many battery chemistries, including lithium-ion, and so this mechanism is more general than the side-reactions discussed above. The radial and tangential intercalation stresses in
a spherical partial can be calculated as shown in:

\[ \frac{3 \sigma_r(r)}{\left( \frac{\Omega_n E_n c_{n,\text{max}}}{(1-v_{\text{pol}})} \right)} = \frac{2}{3} \left( \int_0^1 x_{s,n}(r)r^2dr - \frac{1}{r^3} \int_0^1 x_{s,n}(r)r^2dr \right) \] (2.5.40a)

\[ \frac{3 \sigma_t(r)}{\left( \frac{\Omega_n E_n c_{n,\text{max}}}{(1-v_{\text{pol}})} \right)} = \frac{2}{3} \left( \int_0^1 x_{s,n}(r)r^2dr + \frac{1}{r^3} \int_0^1 x_{s,n}(r)r^2dr - x_{s,n}(r) \right) \] (2.5.40b)

\[ \frac{\partial L_{\text{stress}}}{\partial t} = \max_{r \in [0,r_n]} \{ \sigma_r(r), \sigma_t(r) \} \] (2.5.40c)

\[ \dot{\varrho}_{\text{stress}} = 1 - \frac{L_{\text{stress}}}{L_{\text{stress,EoL}}} \] (2.5.40d)

where \( \sigma_r \) is the radial intercalation stress, \( \sigma_t \) is the tangential intercalation stress, \( c_{n,\text{max}} \) is the maximum concentration of lithium in the negative electrode, \( \Omega_n \) is the partial molar volume, \( E_n \) is Young’s modulus, \( v_{\text{pol}} \) is Poisson’s ratio, \( x_{s,n} \) is the normalized concentration in the negative electrode, \( r \) is the radial distance, \( L_{\text{stress}} \) is the accumulated stress, and \( L_{\text{stress,EoL}} \) is the accumulated stress limit at EoL.

It can be difficult to know how these physical degradation mechanisms combine. Each have been shown to be accurate on their own, meaning that simply adding them would overestimate the rate of degradation. One method is to calculate a weighted combination of degradation factors as shown in:

\[ \dot{\varrho} = \frac{\alpha_\varrho \dot{\varrho}_{\text{stress}} + \beta_\varrho \dot{\varrho}_{\text{stress}} + \gamma_\varrho \dot{\varrho}_{\text{stress}}}{\alpha_\varrho + \beta_\varrho + \gamma_\varrho} \] (2.5.41)

where \( \alpha_\varrho, \beta_\varrho, \) and \( \gamma_\varrho \) are unitless weights selected to linearly combine physical degradation mechanisms. However, degradation clearly does not follow simple superposition (e.g. intercalation stress and loss of lithium may have
compounding effects) so this simplistic combination may be inaccurate. We are not aware of any experimental methods for isolating the effects of different physical degradation mechanisms and so selecting weights to combine them may be misleading.

2.5.3 Degradation Model Application

For this application we solve the optimal control problem in Section 2.2 while incorporating the stress-factor degradation model with parameters listed in Table 2.16.

The rainflow, static-cycle model is the most appropriate for this problem given that there is one-cycle that takes the whole day, and a low time resolution so low computational burden. The modified objective and constraints, in addition to those for the CRM and temperature models defined in Sections 2.3.2.1 and 2.4.3.1 are shown in:

\[
\begin{align*}
\min_{\mathbf{x}_H \in \mathbb{R}^{n+12}} & \quad \Delta t \mathbf{w}^T (\mathbf{1} + \mathbf{p} + \mathbf{p}_{\text{HVAC}}) + \nu \tau + C_{\text{EOL}} \dot{\nu} \\
\text{subject to:} & \\
\dot{\nu} & = -k_t \nu S_t S_{\tau} e^{-f_d} \\
f_d & = S_t S_{\nu} S_{\tau} + S_{\delta} S_{\varsigma} S_T \\
S_t & = k_t n \Delta t \\
S_{\xi} & = e^{k_{\xi} (||\xi||_1 - \xi_{\text{ref}})} \\
S_T & = e^{k_T (||T||_1 - T_{\text{ref}}) \frac{T_{\text{ref}}}{\tau_{\text{ref}}}} \\
\delta & = \max(\varsigma) - \min(\varsigma) \\
S_{\delta} & = a \delta^4 + b \delta^3 + c \delta^2 + d \delta + e
\end{align*}
\]
where $\mathbf{x}_n = \{ p, p_{dc}, i_{bat}, v_{bat}, v_{oc}, s, \tau, p_{HVAC}, T, T_{EN}, \dot{\varrho}, f_d, S_t, S_\zeta, S_T, \delta, S_\delta, \} \in \mathbb{R}^{9n+12}$, $\dot{\varrho} \in \mathbb{R}$ is the rate of degradation, $f_d \in \mathbb{R}$ is the degradation forcing function, $S_t \in \mathbb{R}$ is the time stress-factor, $S_\zeta \in \mathbb{R}$ is the SoC stress-factor, $S_T \in \mathbb{R}$ is the temperature stress-factor, $\delta \in \mathbb{R}$ is the cycle depth-of-discharge (DoD), and $S_\delta \in \mathbb{R}$ is the DoD stress-factor.

The net load achieved using the combined SoC-Thermal-Degradation model is shown in Fig. 2.27 (a). The optimal control schedule calculated over the control horizon is shown in Fig. 2.27 (b). Observe that the period of high HVAC power in Fig. 2.27 (d), compared to the solution using only the SoC-Temperature model, simply shifts to the beginning of the control horizon. The resulting environmental, battery, and enclosure temperature trajectories are shown in Fig. 2.27 (e).

The control solution reduces the total electrical bill from $52,080 (\$50,000 demand, \$2,080 energy) to $48,006 (\$45,871 demand, \$2,135 energy). Within the energy bill, the energy required to cool the battery accounts for \$56. The net effect is a $4074 (7.82\%)$ reduction from the baseline electrical bill, or a $5 (0.01\%)$ increase in the electrical bill calculated using only the charge and temperature models. The cost of degradation was reduced from $209, calculated by applying the degradation model to the schedule derived from the SoC-Temperature model application in Section 2.4.3.1, to $111 from this schedule (a 47\% reduction in estimated degradation rate). Further, when compared to the solution calculated using only the SoC model in Section 2.3.2.1, the cost of degradation was reduced from $897 to $111 (an 88\% reduction).

Again, these results are highly conditional based on the specific BESS parameters. This analysis demonstrates that even small changes in control actions can have large impacts on the rate of degradation.
Table 2.16: Example battery system degradation model parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal Degradation Constant</td>
<td>$k_T$</td>
<td>0.0693</td>
</tr>
<tr>
<td>Time Degradation Constant</td>
<td>$k_t$</td>
<td>1.49e-6</td>
</tr>
<tr>
<td>SoC Degradation Constant</td>
<td>$k_\varsigma$</td>
<td>1.04</td>
</tr>
<tr>
<td>Reference SoC</td>
<td>$\varsigma_{\text{ref}}$</td>
<td>50%</td>
</tr>
<tr>
<td>Reference Temperature</td>
<td>$T_{\text{ref}}$</td>
<td>25%</td>
</tr>
<tr>
<td>EoL Cost Assumed</td>
<td>$C_{\text{EoL}}$</td>
<td>-$800,000</td>
</tr>
<tr>
<td>Regularization weight</td>
<td>$\Pi$</td>
<td>1e-5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Polynomial Fit</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$d$</th>
<th>$e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoD Stress Factor</td>
<td>5.7905</td>
<td>-6.8292</td>
<td>3.3209</td>
<td>5.3696</td>
<td>6.1638</td>
</tr>
</tbody>
</table>

Note: The parameters in [128] were used as a basis for the representative BESS presented here. The model parameters were modified to for use in Pyomo (in the case of the DoD Stress Factor being a polynomial), and to more clearly demonstrate the effect of degradation on controller action (in the case of $k_T$ and $k_\varsigma$). The DoD Stress Factor has been multiplied by five to represent a battery cell type with 1/5 the cycle life.
Figure 2.27: Results from control incorporating a degradation model: (a) net load with BESS power control, (b) battery power, (c) battery SoC, (d) enclosure ac power, and (e) battery, enclosure, and environmental temperatures.
2.6 Discussion

Section 2.3 introduced several varieties of models for BESS SoC, with the primary classification distinguishing energy based models, charge based models, and concentration-based models. By applying all three to the same problem we can identify several differences in how controllers might work differently when operating with each type. Contrasting Fig. 2.7 and 2.11 we can observe that by accounting for the change in battery voltage, the CRM steadily increases power as SoC increases. The ERM does not model voltage and hence is imprecise in its estimates for how much power is needed to charge or available for discharge. In general, the ERM is best for use in large scale systems where a more detailed model would be impractical (e.g. centralized control of 1000’s of individual BESS) or in very short duration problems that are insensitive to changes in voltage. The CRM and SPM are mathematically similar in structure, in that they both require empirical open-circuit-voltage functions and several internal storage elements in the form of either an equivalent circuit model or a partial concentration model. The CRM tends to simplify or combine many of the nuances of SPM type models, such as only using a single open-circuit-voltage function as opposed to one for the cathode and another for the anode. The SPM has the advantage of the ability to incorporate the physical degradation models, while the ERM and CRM must rely on empirical degradation models. To give a sense for the relative complexity of the model types, the minimal ERM has $3n + 2$ decision variables (were $n$ is the number of time-steps), the minimal CRM has $6n + 2$, and the minimal SPM has $18n + 13$. Further, the ERM is convex, while the CRM and SPM have several non-convex constraints.

In Section 2.4 we introduce three cell temperature models and two en-
closure temperature models. The primary difference between the cell models is what heating and cooling mechanisms are considered, with another distinction being how many internal volumes are modeled. The enclosure models generally rely on an assumption of well-mixed air but can be classified based on how precisely they represent the HVAC system. As was demonstrated in the application section, by including the HVAC system in the control design the batteries can be pre-cooled to have maximum temperature margin during peak discharge when significant heat is being generated. Not accounting for temperature in control actions can lead to over-temperature shutdown or curtailment during peak times when the battery is needed most.

Lastly, Section 2.5 introduces several models to incorporate battery degradation into control decisions. Including degradation allows for charge/discharge to be balanced against how much the increase in use also accelerates degradation. A wide range of empirical degradation models is available that can be used on their own or in combinations to consider many different underlying mechanisms. Physical degradation mechanisms are less widely used but offer the potential to reduce the uncertainty of degradation modeling. Also, it can be observed from Fig. 2.27 that modeling the HVAC system and degradation together can have compounding benefits to prolonging battery life. Not accounting for degradation in control design allows batteries to operate in ways that could lead to premature EoL conditions. The following is a discussion of the gaps identified in the current state-of-the-art in models for optimal control of battery energy storage.
2.6.1 Gap Identification

This chapter has focused on providing guidance for how and where to use different types of battery models for optimal control. In this section we take a broader perspective to understand the state-of-the-art more generally and identify opportunities for advancement.

Real-world Data

There is a significant deficit of operational performance data in studies on optimal control of battery energy storage. This results in many of the modeling assumptions that proposed controllers are based on having gone unchallenged. This gap emphasizes the importance of systematic data collection and publication in BESS demonstration projects.

Control of large-scale parallel and series combinations of batteries

The ‘big-cell’ assumption is widely used to reduce the complexity of a large battery system to a manageable level. However, we do not know at what point the uncertainty of cell-to-cell variations outweighs the uncertainty from other modeling assumptions. Using a simpler model, with more representative cells, may yield better performance at a lower complexity than a highly precise battery model that assumes all cells behave the same. This trade-off is poorly understood even though it could greatly impact BESS performance.

Risk-averse and robust control

While there exists a large body of experimental work quantifying the uncertainty of the different model types, this uncertainty is rarely incorporated into the battery controller design. Even many controllers that consider the uncertainty of renewable power, through risk-averse or robust control, fail to
consider the uncertainty of the battery model’s, implicitly assuming them to be deterministic systems.

**Nonlinear ERM**

Nonlinear system dynamics can be integrated into ERM used in controller design to improve model accuracy. The degree to which this improved model accuracy improves optimal control is an under-explored branch of research.

**Voltage hysteresis in control**

The path dependence of open circuit voltage can be a large contributor to error in SoC models. However, few controller designs consider hysteresis in their equivalent circuit, or solid-electrolyte interface voltage models. As these models are already nonlinear, and the optimal control problems are already non-convex, adding hysteresis should have minimal impact on computation time.

**Entropy in thermal modeling**

The electrochemical reaction in batteries can be exothermic or endothermic, depending on the specific chemistry and the SoC. While this concept is well understood in battery simulation, it is rare in optimal control. Incorporating the entropy-based heat generation and consumption into controllers could greatly reduce optimistic shortfall in many applications.

**Comparative analysis of empirical degradation stress factors**

Battery degradation is a complex phenomenon to research. Cycling studies try and isolate the stress factors that accelerate aging, but many of these factors either can’t be isolated or have nonlinear effects when combined
with others. For example, charge/discharge current generates heat and leads to higher temperatures. A cycling study cannot fully isolate these variables because they are interlinked. Further, if battery degradation is a nonlinear function of both current and temperature, then a stress factor model that assumes independence will be inaccurate. The current direction of research on degradation models improves accuracy with increasing complexity, but controllers require computational efficiency and hence can make limited use of these improved methods. Research is needed to improve the accuracy of stress factor models that are simple enough to be incorporated into on-board controllers.

The literature intersecting battery energy storage modeling and optimal control is primarily simulation based with very little work that includes experimental analysis or real-world application. This is a natural result of the combination of battery energy storage technologies having tremendous potential to change grid operation, and only recently coming down in cost enough to the point where demonstration projects can proliferate. This means that there is significant academic interest while there are relatively few operational systems. A result of this lack of data is that there is little understanding of the impact of modeling assumptions on the design of controllers. Most of the gaps identified in the state-of-the-art stem from this lack of understanding. The remaining gaps can be summarized as an underdeveloped optimization framework. Stochastic optimization methods have been widely used in operation research to incorporate uncertainty into the optimization problem. This mathematical background has been underutilized in BESS controller design. With more data will come improvements in the understanding of uncertainty which can, in turn, be incorporated into optimal control approaches to achieve
risk averse or robust control.

Broadly speaking, the field on optimal control of BESS is still nascent when compared to the markets and control systems for thermal generation systems. The most commonly used models (ERM) are a simplistic approximation of extremely complicated electrochemical systems. If we are to learn from the historical course of optimization of thermal generation, we can understand that simplistic models are normal at this stage of development. We may expect that these models will become more developed and accurate as time progresses, leading to greater utilization of BESS to supply services on the grid. Additionally, we might also expect that the models used to optimize energy storage within markets will be more abstract than the models used by individual systems to optimize their operation. Navigating the balance between the applications that desire model simplicity and applications that desire model accuracy will require ongoing research, especially given the accelerated pace of battery energy storage technology development.

2.7 Summary

The choice of what model to use is critical in the design of optimal controllers for any physical system. This is especially true for electrochemical energy storage as we have shown the wide range of physical mechanisms that impact batteries during operation. Understanding the assumptions that are implicit in the choice of battery models will help engineers and researchers to improve the design of optimal controllers in BESS serving the electric grid.

This chapter thoroughly reviews battery models used for optimal control of BESS. We identify three broad types of SoC models: energy reservoir models (ERMs), charge reservoir models (CRMs), and concentration-
based models that include both single partial models (SPMs) and pseudo two-dimensional (P2D) models. ERMs are computationally efficient and hence are more appropriate for the optimization of large fleets of BESS. However, ERMs can be inaccurate over wide operational ranges. CRMs, in contrast, are more computationally intensive but have the potential for better accuracy. An under-explored middle ground for these is a nonlinear ERM, that may provide improved accuracy with a modest increase in computational complexity. Concentration based models are significantly more complex than either ERM or CRM and include many parameters that may be considered proprietary by a battery manufacturer. As the concentration-based SPM has a similar mathematical structure to the CRM, it is unclear how much this increase in complexity yields increased predictive accuracy. The SPM has the distinct advantage of enabling the application of physical degradation models that may reduce modeling uncertainty.

When battery temperature can limit BESS control actions, it is important to include a temperature model in the controller. Heat is generated in a battery from joule heating, over potential heating, and thermodynamic entropy. While the impact of entropy can be significant, it is rarely calculated in control systems. Heat is transferred from the battery, or the battery’s enclosure, to the environment through conduction, convection, or radiation. Representing these mechanisms in the controller model enables optimal cooling control that can efficiently enforce temperature limits and significantly reduce battery degradation.

Lastly, battery degradation can be critical to consider when making control decisions. Factors such as SoC, temperature, and DoD can stress the materials in batteries and cause degradation over time and use. The empirical
rainflow cycle counting algorithm or physical degradation models for calculating degradation are both highly accurate but difficult to fully incorporate into an optimization problem. With a few simplifying assumptions, the stress factor model can be reduced to take the form of a sum of regularization terms in the objective function. These assumptions partially justify the more widely used formulations for degradation based on number of cycles, heat generation, and DoD. However, by including the nonlinear models in the controller, we observe that small changes in controller schedules can have disproportionate impacts on the rate of degradation. The myriad of trade-offs between model complexity and model accuracy can be difficult to navigate, but these engineering decisions can offer significant benefits in terms of BESS controller performance.
Chapter 3

Application of a Uniform Testing Protocol for Energy Storage Systems

Methods for benchmarking and comparison can either limit or accelerate the adoption of emerging energy storage technologies on the grid. This chapter assesses the efficacy of the methods in the U.S. DOE Protocol for Uniformly Measuring and Expressing the Performance of Energy Storage to remove barriers to the technology’s acceptance. The protocol enables standardized data collection to compare different technologies for energy storage applications fairly. We apply the relevant portions of the protocol to a 1-megawatt lithium-ion battery system to provide a critical assessment of procedures and methods it stipulates. Field experience and data will be invaluable to standards development organizations as they begin to consider these methods for codification.

Contributions of this chapter were identified as follows: (minor) application of a uniform test protocol to a grid scale energy storage system to reduce performance uncertainty, (minor) development of new, useful en-
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nergy storage performance metrics that provide more information to the device owner.

3.1 Introduction

With the increasing role of renewables and aging grid infrastructure, the need to enhance the stability, reliability, and efficiency of the electric grid has become critical. While the value of deploying energy storage systems for this purpose in the grid is widely recognized, so far energy storage integration has been limited [12]. Projections in [153] indicate a growing role for energy storage in the grid signaling a pressing need to understand better how energy storage can provide grid services. Consistent metrics for system performance are useful for comparing different energy storage technologies and for matching each technology to the appropriate set of grid services that it can provide.

Standardized methods are required to obtain comparable and consistent performance metrics from different storage technologies and different testing laboratories. IEEE Std 1679 contains guidance on many of the methods of energy storage testing [154]. The Protocol for Uniformly Measuring and Expressing the Performance of Energy Storage [16] was developed through a collaboration between the national laboratories and industry to continue to build agreement over best practices for testing energy storage technologies. The protocol contains procedures for administering reference performance tests on energy storage systems to derive stored energy, efficiency, responsiveness, standby losses, and self-discharge rate. Additionally, application specific duty-cycle performance tests are provided for a few grid services including frequency regulation. Frequency regulation is a grid service that helps a utility or regional transmission operator manage the moment-to-moment differences be-
tween load and supply in their areas \[155\]. Each application specific test in
the protocol includes a duty-cycle which has been assessed to represent of the
demands of that service. The derivation of the frequency regulation duty cy-
kle is explained in depth in \[156\] and includes the incorporation of a mix of
nominal and extreme operation.

We apply the frequency regulation testing procedure of the protocol,
including a reference performance test and a duty-cycle performance test, to
a 1-megawatt lithium-ion battery system. A preliminary report on this sys-
tem’s performance was made in \[157\]. In this chapter, we present a detailed
investigation of how the protocol was applied to aid standards developers. As
with any test procedure, adaptations and accommodations must be made to
the procedure to collect the data required to measure performance. Similarly,
the system itself must be designed and configured in such a way to enable
accurate, time-synchronized data to be collected in a uniform manner. This
chapter presents an in-depth discussion on these challenges to inform perfor-
mance testing standard development. Our data and observations will be useful
to standards development organizations seeking to codify methods for energy
storage performance testing.

The rest of this chapter is organized as follows: Section 3.2 explains
the relevant parts of the protocol and what modifications are done to its pro-
cedures to apply them to the equipment under test. Section 3.3 describes
the laboratory setup used to perform the experimental regimen including the
energy storage test pad (ESTP), the equipment under test (EUT), and the
control/instrumentation configuration. Section 3.4 provides the data collected
from the EUT during each test and the resulting calculated performance val-
ues. Section 3.5 discusses the qualitative and quantitative experience devel-
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oped through application of the protocol. Lastly, Section 3.6 summarizes this research and explores what conclusions can be drawn as a result.

3.2 Methodology

This section explains how the test procedures outlined in the protocol along with the equipment under test were adapted and configured to measure energy storage performance uniformly.

3.2.1 Procedure Adaptation

The scope and schedule of our testing were limited by both technical and financial constraints, and so it was not possible to perform the entire protocol as specified. Because of this, the procedure had to be prioritized and adapted to provide highest relevance and portability of the generated performance metrics using the fewest number of tests. Relevance in this context refers to the ability of a metric to predict the performance of the system when it is in operation and portability is the ability of a metric to contrast the salient characteristics of the system with other storage technologies tested at other laboratories. For this EUT, we decided to perform a subset of the protocol’s tests for energy capacity and efficiency, additional tests for responsiveness (averaging the resulting metrics), and a shortened duty cycle test for frequency regulation. Tests for energy capacity take hours to complete and so only one could be completed per day whereas tests for responsiveness took only a few seconds to complete and so could be repeated many times with very little marginal cost. The shortened duty-cycle was selected because the control signal is energy-neutral (equal charge and discharge energy) whereas, due to losses, the system requires more energy input than output to maintain
its SOC. The two-hour cycle was short enough to allow the system to stay in a normal SOC range throughout. These adaptations were sufficient to satisfy our constraints while producing relevant and portable metrics for analysis.

3.2.2 Test Procedures

The test procedures in the protocol are designed to measure the characteristics of how a specific device provides its functionality. Tests can be broken into two categories, reference performance tests (RPTs), and duty-cycle tests. RPTs measure the characteristics of a system that affect how well it can store energy (e.g. maximum stored energy) but that do not but do not necessarily map to a specific grid service. The Stored Energy Test is an RPT to measure the maximum energy a system can store and the efficiency of full capacity cycles [16]. The Response Time and Ramp Rate Test is an RPT to characterize the responsiveness of a system to external power commands [16]. Duty-cycle tests measure a system’s emergent ability to provide a specific grid service (e.g. frequency regulation). The Reference Signal Tracking Test measures how closely a system can follow a duty-cycle which is representative of a given grid service [16]. The adapted procedures used here are shown in Table 3.1.

3.2.3 Performance Calculation

Many performance metrics are important when benchmarking an energy storage system. Two of the most fundamental are stored energy and round trip efficiency. Stored energy is defined as the energy which can be supplied by the system at a given rate before it must be recharged [16]. Stored energy is analogous to energy rating from [154]. This calculation is shown in (3.2.1). The stored charge energy, shown in (3.2.2), is then defined as the maximum
<table>
<thead>
<tr>
<th>Step</th>
<th>Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1.0 Stored Energy Test (adapted from [16])</strong></td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>Charge the EUT to full SOC</td>
</tr>
<tr>
<td>1.2</td>
<td>Discharge the EUT to its minimum SOC level at full rated power, measure and record the energy delivered by the EUT</td>
</tr>
<tr>
<td>1.3</td>
<td>Charge the system to full SOC, measure and record the energy absorbed by the EUT</td>
</tr>
<tr>
<td>1.4</td>
<td>Repeat Steps 1.2 and 1.3 at $\frac{1}{2}$ rated power</td>
</tr>
<tr>
<td><strong>2.0 Response Time and Ramp Rate Test (adapted from [16])</strong></td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>Charge or discharge the EUT to near 50% SOC</td>
</tr>
<tr>
<td>2.2</td>
<td>Precondition the EUT into a state of active standby (power set to 0 kW)</td>
</tr>
<tr>
<td>2.3</td>
<td>Discharge the EUT at rated discharge power, measure and record the command time-stamp, voltage and current</td>
</tr>
<tr>
<td>2.4</td>
<td>Return the system to active standby</td>
</tr>
<tr>
<td>2.5</td>
<td>Repeat steps 2.3 and 2.4 at rated charge power</td>
</tr>
<tr>
<td>2.6</td>
<td>Repeat steps 2.3 through 2.5 twice</td>
</tr>
<tr>
<td><strong>3.0 Reference Signal Tracking Test (adapted from [16])</strong></td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>Charge the EUT to full SOC</td>
</tr>
<tr>
<td>3.2</td>
<td>Discharge the EUT at $\frac{1}{2}$ rated power to 50% SOC</td>
</tr>
<tr>
<td>3.3</td>
<td>Apply the time-series of commands for the frequency regulation duty-cycle</td>
</tr>
<tr>
<td>3.4</td>
<td>Once the duty-cycle is complete, charge the EUT at $\frac{1}{2}$ rated power to full SOC</td>
</tr>
</tbody>
</table>
energy which can be absorbed by the system before it must be discharged [16].

Round Trip Efficiency (RTE), (3.2.3), is then defined as the ratio of these two energy values [16]. RTE is an analog to energy efficiency as defined in [154].

\[
Wh_d = \frac{1}{n} \sum_{i=1}^{n} Wh_{di} \tag{3.2.1}
\]

\[
Wh_c = \frac{1}{n} \sum_{i=1}^{n} Wh_{ci} \tag{3.2.2}
\]

\[
RTE = \frac{\sum_{i=1}^{n} Wh_{di}}{\sum_{i=1}^{n} Wh_{ci}} \tag{3.2.3}
\]

Communication latency is defined in the protocol as the time between receiving the power command and starting to change its power output [16]. Ramp rate is defined in the protocol as the settling time divided by rated power (settling time is measured from when the system starts to respond to when it settles within 2% of its rated power) [16]. There are no directly analog metrics available in [154]. As the exact time that the system starts to respond can be difficult to measure we modify this definition of Communication Latency to be the time from sending the command to when system power exceeds 2% of rated power. Similarly, the definition of ramp rate was modified to be the average rate of change in system power between 10% and 90% of the set point [158]. These changes make measurements more robust to noise and hence more consistent.

For a grid service-specific performance, the protocol uses duty-cycle round-trip efficiency, signal tracking squared error, absolute error, energy error, and % time the signal is tracked [16]. Duty-cycle round-trip efficiency is
calculated the same as round trip efficiency, using (3.2.1), (3.2.2), and (3.2.3), except the duty cycle is used as the control signal. Duty cycle tests fall under the general category of functional testing in [154]. In the protocol, the error metrics are not normalized to either the size of the system or the sample rate of the data acquisition making the results difficult to compare to other systems tested by other laboratories. For this reason, this chapter uses the following additional service specific duty-cycle performance metrics: tracking error RMS, tracking error RMS %, and Alt. % of the time signal is tracked. The formulas for these metrics are shown in (3.2.4), (3.2.5), and (3.2.6).

Tracking Error RMS =
\[ \sqrt{\frac{\sum (P_{Signal}(k) - P_{ESS}(k))^2}{N}} \] (3.2.4)

Tracking Error RMS % =
\[ \sqrt{\frac{\sum (P_{Signal}(k) - P_{ESS}(k))^2}{P_{rated}}} } \] (3.2.5)

Alt. % of time signal is tracked =
\[ \frac{\sum_{k=1}^{N} \frac{(P_{Signal}(k) - P_{ESS}(k))}{P_{rated}}}{N} < 2\% \] (3.2.6)

where \( P_{Signal} \) is the commanded power, \( P_{ESS} \) is the instantaneous energy storage power output, \( N \) is the number of points in the time record, and \( P_{rated} \) is EUT rated discharge power.
3.3 Experimental Setup

Experimental data were collected at the Energy Storage Test Pad (ESTP) located at the Sandia National Laboratories in Albuquerque New Mexico. The ESTP is a laboratory designed for experimentation on large grid-connected energy storage systems. More information on the ESTP and its capabilities can be found in [159].

3.3.1 Equipment Under Test

The TransPower GridSaver was commissioned by the California Energy Commission (CEC) as part of their public interest energy research program. The 1-megawatt rated system is comprised of four 250kW lithium-ion battery strings. The system is built into a semi-trailer for easy transportation. While the equipment is capable of functioning in many applications, it was designed primarily for high-power, short-duration services. Battery SOC data was collected through a battery management system which also provides passive cell balancing. A full description of the system can be found in the final project report to the CEC [160].

3.3.2 Control and Instrumentation

The EUT was primarily controlled through its HMI which allows system operators to send real power commands, view system data including warnings and errors, and change some automated functions, such as voltage and temperature limits. In addition to the HMI, commands and data were available on a controller area network bus. Custom-designed control equipment and software allowed operators to automate some of the EUT’s functions. This equipment sent open loop commands to the EUT and was used during the
Response Time and Ramp Rate Test and the Reference Signal Tracking Test which required time synchronized data for commands and system response.

Alternating voltage data were collected from both the 3-phase, Delta, 480V grid power connection bus, as well as the 3-phase, Y; 208V house power used to supply the lights, battery management, battery rack fans, and inverter coolant pump. Alternating current data were collected from each phase of all four of the system’s power inverters, each phase of the air conditioner, and each phase of the house power (house power and air conditioner are considered auxiliary loads). All voltage measurements were calibrated to within 0.1% of nominal voltage while all current measurements were calibrated to within 0.5% of full-scale current. For the Stored Energy and Reference Signal Tracking Tests data were collected at 24 kHz and averaged for recording to 1 sample per second (1Hz). For the Response Time and Ramp Rate Time Test data were collected and recorded at 12.5 kHz with a clock accuracy within 50 parts-per-million. Assuming that errors in current, voltage, and time measurements are independent, it can be calculated that power measurement accuracy was within ± 0.51% of full scale (5.1 kW) for the results described in Section 3.4.

### 3.4 Results

#### 3.4.1 Stored Energy Performance

Figure 3.1 shows the data collected from the EUT during the Stored Energy Test. These data were processed according to (3.2.1), (3.2.2), and (3.2.3). The performance metrics calculated for these conditions are shown in Table 3.2. These results are useful to grid operators and energy storage designers alike. Note that the system’s maximum power, recorded at 990 kW, was only available near 100% SOC. This limitation on available power means
that when the EUT is operating at a partial state of charge, it will have significant apparent power capacity to provide reactive power to support grid voltage. It can also be observed that a roughly 7% drop in RTE comes from the auxiliary loads, primarily cooling. Therefore a highly efficient cooling system would be a valuable design feature for services that require higher efficiency.

3.4.2 Response Time and Ramp Rate Performance

The data collected during the Response Time and Ramp Rate Test on one battery string in the EUT is shown in Figure 3.2. Charge and discharge tests were performed separately and plotted together. Instantaneous power was calculated from three-phase voltage and current. A 5th order digital Butterworth low-pass filter was applied to clean up the instantaneous power signal for analysis. Charge power and discharge power were normalized separately to 1.0 and -1.0 p.u. respectively. Figure 3.2 shows fully processed response characteristics for 100% charge and discharge power for one of the three tests. In this plot, $t = 0$ represents the time when the EUT receives a command.
Table 3.2: Stored Energy Test Results

<table>
<thead>
<tr>
<th>Metric</th>
<th>100% Power Performance</th>
<th>50% Power Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Power Discharge</td>
<td>990 kW</td>
<td>502 kW</td>
</tr>
<tr>
<td>Duration Max Discharge</td>
<td>219 seconds</td>
<td>2305 seconds</td>
</tr>
<tr>
<td>Stored Energy</td>
<td>383 kWh</td>
<td>409 kWh</td>
</tr>
<tr>
<td>Max Power Charge</td>
<td>780 kW</td>
<td>543 kW</td>
</tr>
<tr>
<td>Charged Energy</td>
<td>433 kWh</td>
<td>468 kWh</td>
</tr>
<tr>
<td>Mean Auxiliary load</td>
<td>13.24 kW</td>
<td>15.04 kW</td>
</tr>
<tr>
<td>Round Trip Efficiency*</td>
<td>82.9 %</td>
<td>81.6 %</td>
</tr>
</tbody>
</table>

All values were measured at the grid connection with aggregate accuracy within ±5.1kW, *Includes auxiliary load

Table 3.3: Response Time and Ramp Rate Test Results

<table>
<thead>
<tr>
<th>Metric</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Communication Latency</td>
<td>1.079 s</td>
</tr>
<tr>
<td>Mean Ramp Rate</td>
<td>2.12 MW/s</td>
</tr>
</tbody>
</table>

The result of the performance metric calculations are shown in Table 3.3. As the system’s ramp time to full power is faster than the communication latency, if this system were to be used in a fast response application it would benefit significantly from a streamlined network infrastructure.

3.4.3 Reference Signal Tracking Test Performance

The data recorded during the Reference Signal Tracking Test is shown in Figure 3.3. The calculated performance metrics are shown in Table 3.4. Additionally, SOC data recorded during the experiment are shown in Figure 3.4. The change in SOC was found to be -11.22% from the beginning to the end of
the duty cycle. Note that the battery management system did not record the SOC returning to 100%. The wide difference between the highest cell voltage and the lowest cell caused all four strings highest cell voltages to reach their maximum charge voltage when the systems average SOC was only 70.96%. These performance metrics are relevant for predicting how the system would perform if it were installed in an RTO with a frequency regulation market. An 83.6% duty-cycle RTE, along with the test time of 3.346 hours and the discharge energy 567 kWh, implies that the system would require approximately 27.8 kW on average to maintain the system’s SOC during operation. This SOC maintenance power could also be used to compare the performance of this system with other systems.

Figure 3.2: Response Time and Ramp Rate Test Data (Normalized and Filtered)
Figure 3.3: Frequency Regulation Duty-Cycle Test Data

Figure 3.4: State-of-Charge During Duty-Cycle Test
Table 3.4: Reference Signal Tracking Test Results

<table>
<thead>
<tr>
<th>Metric</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discharge Energy</td>
<td>567 kWh</td>
</tr>
<tr>
<td>Charge Energy</td>
<td>638 kWh</td>
</tr>
<tr>
<td>Auxiliary load</td>
<td>12.11 kW</td>
</tr>
<tr>
<td>Duty cycle RTE</td>
<td>83.6%</td>
</tr>
<tr>
<td>Sum of squared error</td>
<td>3,646,416 kW²</td>
</tr>
<tr>
<td>Sum of absolute error</td>
<td>60,491 kW</td>
</tr>
<tr>
<td>Sum of energy error</td>
<td>381,561,167 kWh</td>
</tr>
<tr>
<td>% of time signal is tracked</td>
<td>24.5%</td>
</tr>
<tr>
<td>*Tracking Error RMS</td>
<td>22.5 kW</td>
</tr>
<tr>
<td>*Tracking Error RMS %</td>
<td>2.3 %</td>
</tr>
<tr>
<td>*Alt. % of time signal is tracked</td>
<td>73.5%</td>
</tr>
</tbody>
</table>

*Additional metrics not in the protocol
3.5 Discussion

Applying the protocol to a 1-MW energy storage system developed a better understanding of the requirements of the protocol. Three observations are discussed here along with recommendations for improvements to the protocol.

First, the EUT must be designed and configured to respond to an external command signal. The control scheme for energy storage systems varies widely and depend on their intended applications. For example, a system designed for peak shaving could respond to a clock while a system designed for voltage regulation could respond to voltage. As the protocol is written now, it does not fully account for these alternate control mechanisms when testing systems. A full description of how to implement a control signal for each test would increase the versatility of the protocol for wider adoption.

Second, an RPT to measure or verify SOC accuracy would be helpful in accounting for a variety of system designs. A clear picture is needed of the system’s available power and energy throughout it’s operational SOC range to plan and execute test routines successfully. This requirement means that the system needs both an accurate estimation system for SOC and an accurate model for SOC forecasting that can be used to plan tests and predict the system’s behavior. This model could be developed through a routine of pre-tests on SOC accuracy.

Last, reported metrics should be normalized to account for a variety of system sizes and test durations. Normalized versions of the sum of squared error and sum of absolute error, including RMS error and RMS% error, are easier to interpret and compare across energy storage technologies. Similarly,
the requirement for the % Time the signal is tracked metric, as it is currently normalized to the instantaneous requested power, is nearly impossible to satisfy at low power levels. Not normalizing causes a misleading result for how closely the system follows the duty cycle which can be corrected for by normalizing to the rated power instead.

3.6 Summary

The Protocol for Uniformly Measuring and Expressing the Performance of Energy Storage enables fair benchmarking and comparison of different storage technologies. We applied the protocol to a 1-megawatt rated energy storage system to collect application experience and data that will help standards development organizations to adapt and adopt the protocol with confidence and clarity. The equipment under test had to be adapted to the protocol’s requirements, and the protocol had to be adapted to the system’s constraints. This lead to the development of three concrete recommendations for improvements to the Protocol concerning: addition of guidance for configuration of the command signal, addition of explicit state-of-charge accuracy test procedures, and three new proposed metrics for reference signal tracking error. As standard developers consider the provisions in the protocol this information will help guide their assessment.
Chapter 4

Battery Energy Storage State-of-Charge Forecasting: Models, Optimization, and Accuracy

Battery energy storage systems (BESS) are a critical technology for integrating high penetration renewable power on an intelligent electrical grid. As limited energy restricts the steady-state operational state-of-charge (SoC) of storage systems, SoC forecasting models are used to determine feasible charge and discharge schedules that supply grid services. Smart grid controllers use SoC forecasts to optimize BESS schedules to make grid operation more efficient and resilient. This chapter presents three advances in BESS state-of-charge forecasting. First, two forecasting models are reformulated to be conducive to parameter optimization. Second, a new method for selecting optimal parameter values based on operational data is presented. Last, a new framework for quantifying model accuracy is developed that enables a comparison between models, systems, and parameter selection methods. The
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accuracies achieved by both models, on two example battery systems, with each method of parameter selection are then compared in detail. The results of this analysis suggest variation in the suitability of these models for different battery types and applications. The proposed model formulations, optimization methods, and accuracy assessment framework can be used to improve the accuracy of SoC forecasts enabling better control over BESS charge/discharge schedules.

**Contributions** of this chapter were identified as follows: *(minor)* reformulated two SoC forecasting models to be conducive to parameter optimization, *(major)* developed a new method for selecting optimal parameter values based on operational data is presented, *(minor)* developed a new framework for quantifying model accuracy.

### 4.1 Introduction

Battery energy storage can help meet renewable portfolio standards in the U.S., or similar goals set by countries around the world \[12,161\]. Because of this need, there is significant work being done to research the benefits, drawbacks, and challenges of integrating BESS into the grid using a variety of mathematical models. A fundamental component of all BESS models is a sub-model to estimate and forecast its state-of-charge (SoC). The definition of SoC, represented in (4.1.1), is the ratio of remaining to nominal capacity.

\[
\text{State of Charge} \triangleq \frac{\text{Remaining Capacity}}{\text{Nominal Capacity}} \quad (4.1.1)
\]

In this context, capacity can be measured in energy (kWh) or in charge (Ah). SoC estimation models are commonly used in consumer electronics and
electric vehicles to provide an onboard reading of present remaining capacity. These allow users to approximate how long their devices will last before needing to be charged or how far their vehicles will drive before needing to reach a charging station. SoC estimation models have been reviewed in detail [162] and are used in this chapter as a reference to compare the accuracy of SoC forecasting models.

SoC forecasting models are commonly used in control design and optimization [32, 34, 39, 46, 54, 55, 57]. Considering that error in SoC forecasts can lead to suboptimal control, forecasting model error has been underexamined in research on energy storage control. This chapter advances the field of BESS SoC forecasting through the reformulation of two distinct models, an optimal parameterization method, and a forecasting accuracy assessment framework.

We introduce two novel formulations of energy storage system SoC forecasting models that are conducive to regression methods for selecting optimal parameters. The energy reservoir model (ERM) measures capacity in units of energy and accounts for round-trip energy efficiency and self-discharge power. The charge reservoir model (CRM) measures capacity in units of charge and accounts for battery coulombic efficiency and self-discharge current. The CRM also uses functions for inverter efficiency, battery voltage, and battery resistance to calculate dc current from ac power. Both forecasting models use linear algebra to decouple the forcing function from the model parameters resulting in simple formulations and an analytic solution to optimal parameter calculation.

The various methods for choosing model forecasting parameters are then introduced, along with a novel method specific to the ERM and CRM for utilization of operational data to select optimal parameters. The objective of
this optimization is to minimize SoC forecasting error. We then demonstrate these methods to choose ERM and CRM parameters for an operational energy storage system. The forecasting error of each model is then analyzed in detail using robust accuracy metrics to understand where each is best applied.

The rest of this chapter is organized as follows: Section 4.2 establishes a method for SoC estimation which is robust to sensor noise. Section 4.3 develops the ERM and CRM forecast models. In Section 4.4 the conventional methods for parameter selection are listed and an optimal parameter selection method is developed using operational data. Section 4.5 then applies these methods to a large scale battery system, then proposes and applies a framework for model accuracy assessment. Lastly, Section 4.6 reviews the conclusions from this work and posits how they will direct future work.

4.2 State of Charge Estimation

In order to develop an accurate SoC forecast model we must first estimate SoC from the operational system. A SoC forecast model takes historical sensor measurements from a battery and produces an estimate of remaining capacity. Model inputs include measurements of battery voltage, current, and, in certain cases, low precision SoC estimates from a battery management system (BMS). A Kalman filter (KF) can be developed to incorporate these measurements and knowledge of the variance of the process and sensor noise to produce a more accurate on-line estimation of SoC. A plant model can be developed for the battery starting with the first order dynamic battery model as shown in Fig. 4.1 [163,164].

In addition to a dynamic model, a SoC model, such as in [54], is also required. To select parameters for this model we draw on the manufacturer’s
specification sheet and laboratory testing data. The methods of parameter selection are discussed in greater detail in Section 4.4. From [165] and [162] we can derive a KF to estimate SoC. The following linear system model can be used:

\[
\dot{z} = Az + Bu + \tilde{w} \\
y = Cz + Du + \tilde{v}
\]

\[
\tilde{w} \sim \mathcal{N}(0, Q), \quad \tilde{v} \sim \mathcal{N}(0, R)
\]

\[
z = \begin{bmatrix} v_1 \\ \varsigma_+ \\ \varsigma_- \end{bmatrix}, \quad z_0 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \quad y = \begin{bmatrix} v_{bat} \\ \varsigma \end{bmatrix}, \quad u = \begin{bmatrix} i_d \\ i_c \end{bmatrix}, \quad A = \begin{bmatrix} -\frac{1}{R_1 C_1} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} \frac{1}{C_1} \\ \frac{1}{C_{cap}} \\ \frac{1}{C_{cap}} \end{bmatrix}, \quad C = \begin{bmatrix} 1 & \gamma & \gamma \\ 0 & 1 & 1 \end{bmatrix}, \quad D = \begin{bmatrix} R_0 & R_0 \\ 0 & 0 \end{bmatrix}
\]

With this model, the steady state error covariance (\(\Sigma\)) can be calculated.
by solving the matrix Riccati equation in (4.2.2),

\[ A\Sigma + \Sigma A^T + Q^T - \Sigma C^T R^{-1} C\Sigma = 0, \quad (4.2.2) \]

where \( Q \in S_{++}^{3 \times 3} \) reflects the variance of the process noise or model error, and \( R \in S_{++}^{2 \times 2} \) reflects the variance of the sensor noise in measuring the output \( y \). Using the error covariance matrix, the KF feedback gains can be calculated using (4.2.3).

\[ L = \Sigma C^T R^{-1} \quad (4.2.3) \]

Using the results above, the state estimation (\( \hat{z} \)) can be calculated recursively in (4.2.4).

\[ \dot{\hat{z}} = A\hat{z} + Bu + L(y - C\hat{z} - Du) \quad (4.2.4) \]

By updating the state estimation recursively based on measurements from the system, the KF will follow the actual system states rather than what the model would project. This means that if this same model were used as a forecasting model, which would not benefit from measurements, there would still be error between the forecast and the actual system states.

### 4.3 SoC Forecast Models

This section presents two SoC forecasting models: the Energy Reservoir Model (ERM) and Charge Reservoir Model (CRM). As the names suggest, the
ERM’s capacity is measured in energy (kWh) where the CRM’s capacity is measured in charge (Ah).

4.3.1 Energy Reservoir Model (ERM)

The energy reservoir model (ERM) records its available capacity in units of energy (kWh). There are many variations of this model including: models that assume 100% charge efficiency [26, 32, 34, 35], models that do not include self-discharge power [32, 34, 38, 46], and models that have distinct charge and discharge efficiencies [38, 39, 41, 46]. The ERM is governed by (4.3.1 - 4.3.4).

\[
\varsigma(n) = \varsigma_0 - \frac{\Delta t}{Q_{\text{cap}}} \sum_{k=1}^{n} (p_d(k) + \eta_e p_c(k) + p_{sd}(1\text{kW}))
\] (4.3.1)

\[
p_e = \min(p_e, 0)
\] (4.3.2)

\[
p_d = \max(p_e, 0)
\] (4.3.3)

\[
\varsigma_{\text{min}} \leq \varsigma(k) \leq \varsigma_{\text{max}}
\] (4.3.4)

The mathematical structure of this model is similar to many of those found in the literature and discussed above. Note that \(p_{sd}\) is defined to be the...
unitless scaling factor for a (1kW) self-discharge power for simplicity of the model reformulation below. The state flow diagram for the ERM is shown in Fig. 4.2. It has an open-loop structure which is linear and computationally efficient. Note that the input \( p_e \) is the real power actuated by the system which may be slightly different from power commands sent to the system by a controller. The recursive formulation of this model, with three separate constraints, is not conducive to efficient optimization. To configure the model as a system of \( n \) linear equations \((4.3.1-4.3.3)\) are then reformulated using the following definitions.

Let

\[
\mathbf{x} = \frac{-1}{Q_{\text{cap}}} \begin{bmatrix} 1 \\ \eta_e \\ p_{sd} \end{bmatrix}
\]  

(4.3.5)

and

\[
\mathbf{P} = \begin{bmatrix}
\Delta t p_d(1) & \Delta t p_c(1) & \Delta t \\
\Delta t(p_d(1) + p_d(2)) & \Delta t(p_c(1) + p_c(2)) & 2\Delta t \\
\vdots & \vdots & \vdots \\
\Delta t \sum_{k=1}^{n} p_d(k) & \Delta t \sum_{k=1}^{n} p_c(k) & n\Delta t \\
\end{bmatrix}
\]  

(4.3.6)

The \( n \times 3 \) matrix \( \mathbf{P} \) is made up of the cumulative sum of the discharging energy (kWh) in the first column, the cumulative sum of the charging energy (kWh) in the second column, and the cumulative sum of a unit energy (kWh) in the third column. The vector \( \mathbf{x} \) is then the linear separation of the coefficients of the three model parameters associated with the capacity (\( Q \)) the energy efficiency (\( \eta_e \)), and the self-discharge power scaling factor (\( p_{sd} \)). Hence \((4.3.1-4.3.3)\) are then reformulated using the following definitions.
can be written:

\[ \varsigma = Px + \varsigma_0 \]  \hspace{1cm} (4.3.7)

4.3.2 Charge Reservoir Model (CRM)

The charge reservoir model (CRM) records its available capacity in units of charge (Ah). This model is also commonly referred to as the “ampere-hour method” or as “coulomb-counting.” As charge and discharge schedules are provided in units of power (kW), we include a power conversion model. Inverter based power conversion efficiency is modeled as a constant percentage [55], a piecewise constant percentage [166], or as a function of power [56, 57, 167]. The power conversion model used here is a quadratic polynomial fit \( \phi \) where \( p_{bat} = \phi(p_e) \).

The above efficiency model yields dc power, while the charge based model requires dc current. In batteries, the power and current are related by battery voltage and battery impedance. These properties can be approximated using the dynamic battery model shown in Fig. 4.3. Battery impedance can be independent of SoC [55, 57, 166, 167], or dependent on SoC [56]. The open-circuit voltage of this circuit is governed by (4.3.8). The dc current \( i_{bat} \) can be derived as a function of ac power as shown in (4.3.9).

\[ v_{oc} = h_v(\varsigma) \]  \hspace{1cm} (4.3.8)

\[ i_{bat} = -\frac{v_{oc} \pm \sqrt{v_{oc}^2 + 4R_0p_{bat}}}{2R_0} \]  \hspace{1cm} (4.3.9)

Note that two solutions exist for each \( p_{bat} \), one at high \( |i_{bat}| \) and low terminal voltage, and one at low \( |i_{bat}| \) and high terminal voltage. As the
Figure 4.3: Dynamic Battery Model

Figure 4.4: Charge Reservoir Model
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high $|i_{bat}|$ solution is out of range for safe battery operation, only the low $|i_{bat}|$ solution is used. Because of the sign convention, the usable solution is associated with the additive (+) permutation of the equation. The function $h_v(\varsigma)$, is highly dependent on the battery chemistry. The function used here is a linear approximation $\nu_{oc} = K_1 \varsigma + K_2$.

With dc current available from \((4.3.9)\), SoC can be calculated using \((4.3.10)\). Similar models assume 100\% coulombic efficiency \([54, 57]\), and no self-discharge current \([56, 57]\). The model presented here includes both coulombic efficiency and self-discharge current as parameters to be selected.

\[
\varsigma(n) = \hat{\varsigma}_0 - \frac{\Delta t}{C_{cap}} \sum_{k=1}^{n} (i_d(k) + \eta_c i_c(k) + i_{sd}(1A)) \quad (4.3.10)
\]
\[
i_c = \min(i_{bat}, 0) \quad (4.3.11)
\]
\[
i_d = \max(i_{bat}, 0) \quad (4.3.12)
\]

Note that $i_{sd}$ is defined to be the unitless scaling factor for a (1A) self-discharge power for simplicity of the model reformulation below. The state flow diagram for the charge reservoir model is shown in Fig. 4.4. This is a closed-loop model structure with the non-linear function $h_v(\varsigma)$ in the feedback. This is computationally less efficient than the ERM because it must be run recursively at a high enough sample rate to account for the feedback dynamics. However, the section between $i_{bat}$ and $\varsigma$ is nearly identical in structure to the ERM. Similarly to the ERM, \((4.3.10, 4.3.12)\) can be reformulated for optimization using the following definitions.

Let

\[
y = \frac{-1}{C_{cap}} \begin{bmatrix} 1 \\ \eta_c \\ \eta_c \end{bmatrix} \quad (4.3.13)
\]
and

\[
I = \begin{bmatrix}
\Delta t i_d(1) & \Delta t i_c(1) & \Delta t \\
\Delta t (i_d(1) + i_d(2)) & \Delta t (i_c(1) + i_c(2)) & 2\Delta t \\
\vdots & \vdots & \vdots \\
\Delta t \sum_{k=1}^{n} i_d(k) & \Delta t \sum_{k=1}^{n} i_c(k) & n\Delta t
\end{bmatrix} 
\]  

(4.3.14)

The \( n \times 3 \) matrix \( I \) is made up of the cumulative sum of the discharge (Ah) in the first column, the cumulative sum of the charge (Ah) in the second column, and the cumulative sum of a unit discharge (Ah) in the third column. The matrix \( y \) is then the linear separation of the coefficients of the three decision variables associated with the capacity (\( C_{\text{cap}} \)) the coulombic efficiency (\( \eta_c \)), and the self-discharge current scaling factor (\( i_{sd} \)). Hence (4.3.10) can be written:

\[
\varsigma = I y + \varsigma_0 
\]  

(4.3.15)

### 4.4 Choosing Model Parameters

This section provides three methods to choose the parameter values for each model. The energy reservoir model is fully specified by the scalar values of \( Q_{\text{cap}}, \eta_e, \) and \( p_{sd} \). The charge reservoir model is fully specified by the scalar values of \( C_{\text{cap}}, \eta_c, \) and \( i_{sd} \), along with two functions \( \phi(p_e) \), and \( h_v(\varsigma) \). The following sections demonstrate how to determine these parameters based on the information available to an analyst. Fig. 4.5 shows the pros and cons for using information available from specifications, testing data, and operational data. Before a system is installed, often the only performance information available comes from the manufacturers’ specifications. Section
4.4.1 outlines the difficulties of choosing parameters from this information. Once a system is installed, testing data outlined in Section 4.4.2 can be used to choose parameters that improve model accuracy. After a system has been operational for some time, historical measurements and SoC estimation data can be used as outlined in Section 4.4.3 to optimize forecast accuracy.

4.4.1 Choosing Parameters from Specifications

The simplest way to select parameter values is to use the system’s design specifications or ratings. However, the system ratings corresponding to each parameter in the ERM and CRM incorporate assumptions about operation. Because of the link between operation and performance, it is difficult to know how the system will perform before it is operational. Choosing parameters from specifications also implicitly assumes that the manufacturer ratings are true values rather than conservative approximations. It is common practice to rate a system based on how it will be able to perform at the end of the warranty period as a contractual obligation rather than a design value. Less commonly, manufacturers sometimes rate their system’s power and energy separately, meaning a 10 kW, 10 kWh system may only be able to provide 10 kW for a few minutes and get 10 kWh from a low rate discharge. A system may also have aspirational ratings based on ideal operational conditions, as is common for inverter efficiencies. Despite these issues, manufacturer ratings are often the only information available and so are commonly used to select parameters.
Prior to a system being built the manufacture can supply specifications of the system’s expected performance
Pro: easy, quick
Con: aspirational or conservative values, mismatch between expected and actual use

As soon as a system is built tests can be performed to estimate performance metrics that are relevant to the SoC forecasting model
Pro: improves model accuracy
Con: some mismatch between expected and actual use

Once a BESS is installed and operational, the data collected from it can be used to further improve accuracy.
Pro: best possible model accuracy
Con: significant data collection and processing required

Figure 4.5: Flowchart for Choosing Model Parameters
4.4.2 Choosing Parameters from Testing

Performance metrics derived from testing can be used to select model parameter values and improve forecasting accuracy. Test procedures for benchmarking capacity and round-trip energy efficiency can be found in [16]. The requirements for a test to estimate self-discharge rate can be found in [168]. These protocols also include duty-cycles associated with a variety of applications that can help determine the performance of the system under the operational conditions it may expect when in service. A protocol for calculating a polynomial function for $\phi(p_e)$ can be found in [87]. For batteries, standard methods and procedures for testing the performance of batteries sufficient to derive the function $h_v(\varsigma)$, as well as battery capacity, coulombic efficiency, and self-discharge current can be found in [121].

4.4.3 Operational Data

Once a BESS is installed and operational, the data collected from it can be used to further improve forecasting accuracy. During operation, SoC data is obtained from the KF SoC estimation algorithm presented in Section 4.2. The parameter vector $x$ in (4.4.1) is chosen to minimize the sum of squared differences ($l^2$ norm) between $\varsigma$ and $\hat{\varsigma}_{KF}$.

$$\min_{x \in \mathbb{R}^3} \|Px + \varsigma_0 - \hat{\varsigma}_{KF}\|_2^2 \quad (4.4.1)$$

The charge reservoir model is optimized in the same way. The parameter vector $y$ can be optimized to minimize the $l^2$ norm using (4.4.2).
\[
\min_{y \in \mathbb{R}^3} \|Iy + \mathbf{s}_0 - \hat{\mathbf{s}}_{KF}\|_2^2
\] (4.4.2)

The advantage of this formulation is that the objective functions (4.4.1) and (4.4.2) can be solved analytically using the psudoinverse specified in (4.4.3) [169].

\[
x^o = (P^TP)^{-1}P^T(\hat{\mathbf{s}}_{KF} - \mathbf{s}_0)
\] (4.4.3)
\[
y^o = (I^TI)^{-1}I^T(\hat{\mathbf{s}}_{KF} - \mathbf{s}_0)
\]

For these problems to have solutions \(P^TP\) and \(I^TI\) must be invertible, meaning they must have full rank. This would not hold if either the device were not used (\(p_c = 0 / i_{bat} = 0\)) or if the device were only charged or only discharged (\(p_d = 0\) or \(p_c = 0 / i_d = 0\) or \(i_d = 0\)).

4.5 Model Implementation and Comparison

These methods are applied to two large scale energy storage installations with carbon enhanced lead-acid batteries. The example installations are two co-located but independent BESS: a photovoltaic power smoothing battery, and peak shifting battery [170]. Time series ac power, dc current, dc voltage, and onboard SoC (from each system’s BMS) were collected for 260 days. These days were selected because out of one year surveyed, they were found to have sufficient data integrity for analysis. To reduce the effects of sensor noise, power below 5 kW (and current below 5 A in the case of the CRM for the shifting battery) were set to zero. Measurement noise above this level
was filtered first by the data collection system and then by the data archival system which was configured to only record changes in data trends outside of set parameters. Section 4.5.1 outlines the results of using an SoC estimation model to recover the precision of battery SoC lost to the data archiving server settings. Section 4.5.2 shows how parameters are selected for the example system using the methods described in Section 4.4. Section 4.5.3 proposes a quantitative error based framework to assess forecasting model accuracy. Section 4.5.4 then compares the relative accuracy of each model, on both systems, using conventional and optimal parameter selection methods.

4.5.1 SoC Estimation

This section covers the results of applying the general method described in Section 4.2 to the example system to estimate SoC. The purpose of this step is to recover SoC precision lost to the data archival system. The data archival system maintains zero digits of precision (whole SoC percentages only) and then reduces the number of points needing to be stored by only recording a new point when it changes the linear trend of the data. This data compression means that variable signals like current or power will have significantly higher resolution data than slow changing signals like SoC. The KF model parameters are listed in Table 4.1.

As the smoothing battery’s operation is made up of short duration charge or discharge pulses to counteract fluctuations in PV system output, the resulting fluctuations in SoC are small. The data archival system used by the example system filtered these small fluctuations into straight line trends, losing precision that is important to our analysis. The KF is able to recover the small fluctuations is SoC resulting from active PV smoothing. In the
Table 4.1: SoC Estimation Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Smoothing Battery</th>
<th>Shifting Battery</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$</td>
<td>143 mΩ</td>
<td>95 mΩ</td>
</tr>
<tr>
<td>$R_1$</td>
<td>0.15 mΩ</td>
<td>0.05 mΩ</td>
</tr>
<tr>
<td>$C_1$</td>
<td>3.4 kF</td>
<td>10.1 kF</td>
</tr>
<tr>
<td>$C_{cap}$</td>
<td>1,000 Ah</td>
<td>3,000 Ah</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.635 V/%SoC</td>
<td>0.635 V/%SoC</td>
</tr>
<tr>
<td>$\eta$</td>
<td>99%</td>
<td>99%</td>
</tr>
<tr>
<td>$Q$</td>
<td>diag([5 0.1 0.1])</td>
<td>diag([5 0.1 0.1])</td>
</tr>
<tr>
<td>$R$</td>
<td>diag([14 5])</td>
<td>diag([14 5])</td>
</tr>
</tbody>
</table>

Following sections the restored SoC signal is used to select parameters and to determine the each model’s accuracy. Figure 4.6 shows the SoC recorded from the BMS, along with the SoC estimated using the KF, on a sample day where the smoothing battery was active. The KF estimate has double precision, zero mean error, and an unknown error distribution. In similar applications of the KF the error distribution has been reported to be within 3% of the true value [162]. The trend for the KF estimated SoC is the same as from the BMS. However, the effects on SoC of the short duration smoothing pulses are now clear in the data.

4.5.2 Parameter Selection

This section describes the process of choosing parameters for the example system. Tables 4.2, 4.3, and 4.4 show a summary of the model parameters selected. An important caveat to these parameters is that they are static throughout the year, even though the underlying performance of the batteries is likely to change some in that time. Adaptive modeling that would account for this change is out of the scope of this work.
Table 4.2: Summary of Energy Reservoir Model Parameters

<table>
<thead>
<tr>
<th>Battery Method</th>
<th>Capacity (kWh)</th>
<th>Efficiency (%)</th>
<th>Self-Discharge Rate S.F. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth [43]</td>
<td>180</td>
<td>95</td>
<td>0</td>
</tr>
<tr>
<td>Smooth T</td>
<td>761.2</td>
<td>91.86</td>
<td>1.545</td>
</tr>
<tr>
<td>Smooth O</td>
<td>797.56</td>
<td>90.04</td>
<td>0.672</td>
</tr>
<tr>
<td>Shift [43]</td>
<td>990</td>
<td>70</td>
<td>0</td>
</tr>
<tr>
<td>Shift T</td>
<td>1982</td>
<td>89.30</td>
<td>9.52</td>
</tr>
<tr>
<td>Shift O</td>
<td>2371</td>
<td>91.2</td>
<td>3.38</td>
</tr>
</tbody>
</table>

Specifications (S), Testing (T), Optimal (O), Scaling Factor (S.F)
Table 4.3: Summary of Charge Reservoir Model Parameters

<table>
<thead>
<tr>
<th>Battery Method</th>
<th>Selection Method</th>
<th>Capacity (Ah)</th>
<th>Coulombic Efficiency (%)</th>
<th>Self-Discharge Current S.F. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>S</td>
<td>1000</td>
<td>99</td>
<td>0</td>
</tr>
<tr>
<td>Smooth</td>
<td>T</td>
<td>1162</td>
<td>89.6</td>
<td>0</td>
</tr>
<tr>
<td>Smooth</td>
<td>O</td>
<td>1123</td>
<td>88.4</td>
<td>2.423</td>
</tr>
<tr>
<td>Shift</td>
<td>S</td>
<td>3000</td>
<td>70</td>
<td>0</td>
</tr>
<tr>
<td>Shift</td>
<td>T</td>
<td>3354</td>
<td>98.14</td>
<td>2.45</td>
</tr>
<tr>
<td>Shift</td>
<td>O</td>
<td>3557</td>
<td>91.87</td>
<td>2.42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inverter Method</th>
<th>Selection Method</th>
<th>$P_e^2$ Coefficient</th>
<th>$P_e$ Coefficient</th>
<th>Offset Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>S</td>
<td>0</td>
<td>0.95</td>
<td>0</td>
</tr>
<tr>
<td>Smooth</td>
<td>T</td>
<td>0</td>
<td>Discharge / Charge 95.2 / 94.2</td>
<td>0</td>
</tr>
<tr>
<td>Smooth</td>
<td>O</td>
<td>4.6296e-5</td>
<td>1.0041</td>
<td>7.9188</td>
</tr>
</tbody>
</table>

Specifications (S), Testing (T), Optimal (O), Scaling Factor (S.F)

For the ERM, the shifting and smoothing battery system specifications are found in [43] which has an expected power operation close to 250 kW resulting in an energy specification of $Q_{cap} = 180$ kWh. Similarly, values for $\eta_e$ and $p_{sd}$ are 95% and 0 respectively. To build on the work in [43] we use these same parameter values for our study of forecast accuracy. Specifications for the shifting battery are $Q_{cap} = 990$ kWh, $\eta_e = 70\%$, and $p_{sd} = 0$ respectively. For the CRM, more information on the batteries in the example systems is required. The power smoothing battery is built from 320, 2 V cells [172], and is rated at 1000 Ah ($C_{cap}$) and 640 V. The inverter has a rated peak conversion efficiency of 95%. Coulombic efficiency and self-discharge current specifications were not available for our analysis, but for a reasonable approximation we use $\eta_e = 99\%$ and $i_{sd} = 0$ respectively. Similarly, values for the shifting battery
Table 4.4: Smoothing Battery Dynamic Model Parameters

<table>
<thead>
<tr>
<th>Battery Voltage</th>
<th>Linear Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>ζ Coefficient</td>
<td>0.19833 V/%</td>
</tr>
<tr>
<td>Offset Coefficient</td>
<td>1.9483 V</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Battery Resistance</th>
<th>Resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$ per cell</td>
<td>3.419e-4 Ω</td>
</tr>
</tbody>
</table>

can also be chosen to be $C_{cap} = 3000$ Ah, $\eta_c = 70\%$, and $i_{sd} = 0$. Note that sufficient data were not available to parameterize a dynamic battery model for the shifting battery so power conversion was not modeled in the CRM in this example. Instead, dc current is used as the charge/discharge input to the shifting battery CRM.

Several tests were found in the course of battery operation sampled. These tests can be used to calculate parameters for the ERM, and CRM for both batteries. For the ERM, a capacity test, similar to what is described in [16], was performed on the smoothing battery. The test took the system from a maximum SoC of 100% to a minimum 23% and back again to 100%. This test enables the calculation of both energy capacity, $Q_{cap} = 761.2$ kWh, and energy efficiency $\eta_e = 91.86\%$. A self-discharge test, consistent with the requirements described in [168], was also performed on the smoothing battery. This test, which holds the SoC constant for 24 hours using whatever charge power is needed, enables the calculation of self-discharge power scale factor $p_{sd} = 1.545$. Similar tests were found for the shifting battery which resulted in parameter values of $Q_{cap} = 1981.5$ kWh, $\eta_e = 89.30\%$, and $p_{sd} = 9.524$.

In order to calculate CRM parameters for the smoothing battery we combine data from literature, the laboratory, and the field. The open-circuit voltage of the battery can be approximated by a linear function $v_{oc} = h_v(\varsigma) =
Figure 4.7: Inverter ac Power per dc Power (left), Inverter Efficiency per dc Power (right)

\[ K_1\varsigma + K_2 \] where \( K_1 = 0.198V \) and \( K_2 = 1.95V \) (calculated from published string voltage as a function of depth of discharge) \cite{171}. Six laboratory capacity tests performed on the battery are analyzed to derive capacity \( C_{\text{cap}} = 1,162 \text{ Ah} \), and coulombic efficiency \( \eta_c = 89.6\% \). These cycles were also used to derive the battery impedance \( R_0 \) shown in Table 4.4. The power conversion function \( \phi(p_e) \) can be found through regression of field performance data \cite{87}. As batteries spend much of their time near zero power, a direct curve fit would over-weight low power measurements. This problem is corrected by creating an even distribution of aggregation bins along the dc axis wherein the ac power measurements are averaged. The least-squares quadratic fit can be determined for the aggregation bins as shown in Fig. 4.7.

The optimal parameters for both models of both batteries are solved according to Section 4.4.3. The optimal solution over the whole dataset provides a benchmark by which to measure the effectiveness of the other parameter selection methods. The optimal parameters calculated are shown in Tables 4.2 and 4.3.
When building a forecast model for control systems, it is better to randomly assign a subset of the available data as a training set and the rest as a testing set. The model is optimized for the training set, but the accuracy is assessed on the testing set. This split helps ensure that models are not over-fit, and represent larger trends rather than fine detail. We have chosen not to do this in our study as we are not using it for control and because it becomes useful to know what the minimum possible error is for each model. The SoC forecasting error is the result of unmodeled system dynamics, inaccurate parameters, and measurement noise. Measurement noise is likely to be Gaussian and small. The KF applied in Section 4.5.1 reduces the impact of measurement noise, though it is likely that some of its effects remain. By choosing globally optimal parameters, the remaining forecasting error is primarily the result of unmodeled system dynamics which do not have a clear, noise like, distribution that can be easily modeled. Unmodeled system dynamics are likely to have non-Gaussian impacts, have non-zero mean, and both will be functions of the SoC, current, voltage and many other factors. This allows for a more direct comparison of the relative magnitude of unmodeled system dynamics between the ERM and CRM for these example systems.

4.5.3 Model Accuracy Framework

In this section, a methodology is proposed for quantifying the accuracy of SoC forecasting models. First, a forecast horizon is chosen based on the needs of the service being scheduled. A large sample of operational data is then broken into discrete periods each with the length of one horizon. For each period in the sample, a model is supplied the initial estimation of SoC (\( \varsigma_0 \)) and that period’s reference charge/discharge schedule (\( p_e \)). The model then uses
that schedule to calculate a forecast ($\varsigma$). The maximum positive error (4.5.1),
maximum negative error (4.5.2), and RMS error (4.5.3) are then recorded for
all periods in the sample, and a histogram is developed to display the RMS
error level occurrence rate graphically.

\[
\mu_{\text{max}+} = \max (\varsigma - \hat{\varsigma}_{KF}) \quad (4.5.1)
\]

\[
\mu_{\text{max}−} = \min (\varsigma - \hat{\varsigma}_{KF}) \quad (4.5.2)
\]

\[
\mu_{\text{rms}} = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (\varsigma(k) - \hat{\varsigma}_{KF}(k))^2} \quad (4.5.3)
\]

The mean RMS error is an intuitive metric that is robust to outliers.
The histogram allows the error distribution to be compared visually between
models and systems. The record of maximum positive and negative errors
enables the calculation of probabilistic limits on forecast error. We define a
90% high error threshold as the SoC error under which the maximum positive
error in a randomly selected forecast will occur 90% of the time. Similarly, we
define a 90% low error threshold as the SoC error above which the maximum
negative error in a randomly selected forecast will occur 90% of the time. These
thresholds can be calculated from a discrete set of forecasts by first sorting
the forecasts ($\mu_{\text{max}+}$ and $\mu_{\text{max}−}$ separately) from lowest to highest magnitude
errors, and then selecting the error corresponding to the $k^{\text{th}}$ forecast, where
$k = \text{floor}(90\% \times m)$. Practically, these thresholds define the SoC error margins
for a proposed schedule. Mean RMS, 90% high error threshold, and 90% low
error threshold form the accuracy framework on which we based comparisons
between models and example systems.
4.5.4 Model Comparison

Using the methods described above, we can compare forecasting accuracy of the proposed models and parameter selection methods. As a control system model is not used, each model is supplied the actual charge/discharge schedule \( (p_c) \), rather than the control reference. On an i5 CPU with 1.8 GHz clock speed the computation time required for each model to produce forecasts for this sample were 0.476 seconds and 28.7 seconds for the ERM and CRM respectively. The increased computation time is a result of the open-circuit voltage feedback and non-linear current calculation required in the CRM. The CRM is supplied the battery current charge/discharge schedule for the shifting battery \( (i_{bat}) \) because data were not available to select parameters for its dynamic battery model. Fig. 4.8 shows a selected forecast period for the smoothing battery. Each trajectory is produced by a different parameter selection method. As more information is incorporated into the parameter calculation the SoC forecast more closely follows the KF SoC estimate. By assessing many forecast horizons we can calculate a distribution of error magnitudes as outlined in Section 4.5.3.

Over a large sample of forecasting periods this trend, and its limitations, become clearer. Fig. 4.9 shows the histograms of RMS error for each model and battery calculated from 260 periods, each with a 24-hour forecast horizon. Each histogram identifies the parameter selection method used: specifications (blue), testing (green), and optimization using operational data (red). Table 4.5 then lists the 90% high error threshold, mean RMS error, and 90% low error threshold for the example systems. In each case, incorporating better information, from testing or operational data, reduces the overall distribution of forecasting error. However, the magnitude of this benefit is highly variable.
Figure 4.8: Smoothing Battery Power Operation (top), State-of-Charge Forecasts (bottom) for a Sample Day
Table 4.5: State-of-Charge Forecasting Error Metrics

<table>
<thead>
<tr>
<th>Battery</th>
<th>Model</th>
<th>Selection Method</th>
<th>90% Mean</th>
<th>90% Mean</th>
<th>90% Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>ERM</td>
<td>S</td>
<td>48.10</td>
<td>8.79</td>
<td>-25.31</td>
</tr>
<tr>
<td>Smooth</td>
<td>ERM</td>
<td>T</td>
<td>6.65</td>
<td>4.11</td>
<td>-10.46</td>
</tr>
<tr>
<td>Smooth</td>
<td>ERM</td>
<td>O</td>
<td>12.96</td>
<td>2.93</td>
<td>-5.92</td>
</tr>
<tr>
<td>Smooth</td>
<td>CRM</td>
<td>S</td>
<td>6.09</td>
<td>4.47</td>
<td>-9.96</td>
</tr>
<tr>
<td>Smooth</td>
<td>CRM</td>
<td>T</td>
<td>6.15</td>
<td>3.58</td>
<td>-7.85</td>
</tr>
<tr>
<td>Smooth</td>
<td>CRM</td>
<td>O</td>
<td>6.41</td>
<td>3.02</td>
<td>-6.12</td>
</tr>
<tr>
<td>Shift</td>
<td>ERM</td>
<td>S</td>
<td>34.23</td>
<td>9.04</td>
<td>-38.83</td>
</tr>
<tr>
<td>Shift</td>
<td>ERM</td>
<td>T</td>
<td>17.56</td>
<td>4.15</td>
<td>-18.14</td>
</tr>
<tr>
<td>Shift</td>
<td>ERM</td>
<td>O</td>
<td>16.90</td>
<td>3.91</td>
<td>-18.85</td>
</tr>
<tr>
<td>Shift</td>
<td>CRM*</td>
<td>S</td>
<td>20.29</td>
<td>4.37</td>
<td>-17.15</td>
</tr>
<tr>
<td>Shift</td>
<td>CRM*</td>
<td>T</td>
<td>19.25</td>
<td>3.95</td>
<td>-17.87</td>
</tr>
<tr>
<td>Shift</td>
<td>CRM*</td>
<td>O</td>
<td>16.63</td>
<td>3.93</td>
<td>-19.13</td>
</tr>
</tbody>
</table>

Specifications (S), Testing (T), Optimal (O)

* a dynamic battery model was not used for the shifting battery

For the smoothing battery, the ERM is greatly improved by selecting parameters based on testing data and then based on operational data, reducing mean RMS error from 8.79% to 4.11% and then to 2.93%. Whereas for the shifting battery, this parameter selection progression reduces mean RMS error from 9.04% to 4.15% and then to 3.91%. For the CRM, use of testing data does not appreciably improve the shifting battery accuracy, whereas it results in a 1.5 fold improvement for the smoothing battery. Updating the forecasting model as better information becomes available has the potential to, but is not guaranteed to, improve forecasting accuracy.

For this example system the manufacturer specifications yielded more accurate forecasts using the CRM. This is because the CRM parameters are accurate over a wider range of operation and hence the model is less sensitive to a mismatch between expected and actual use. Both model’s parameters
Figure 4.9: State-of-Charge Forecasting RMS Error for: Smoothing battery with ERM (top), Smoothing battery with CRM (middle top), Shifting battery with ERM (middle bottom), Shifting battery with CRM (bottom)
were selected based on the expectation that the system would be operated at high charge and discharge rates. As actual use was, on average, at low charge and discharge rates the model that whose parameters change less with changes in operation produces more accurate forecasts.

When comparing models with optimal parameters on the same battery system we expect that the majority of the error is the result of unmodeled system dynamics. For both battery systems, the optimal mean RMS for the ERM and CRM are roughly identical. This can be interpreted as evidence that the additional dynamics modeled by the CRM are not critical for these systems in their operational environments. While the CRM significantly increases forecast computation time, in this case it does not significantly improve forecast accuracy. Note that, for the shifting battery, a dynamic battery model would introduce additional error from unmodeled dynamics and hence its absence would not account for lower CRM model accuracy. The generalization of this result is that there are battery systems and applications where a simple model is fully sufficient to achieve accurate forecasts. We speculate that this is likely to be true in highly consistent operational environments or where a battery system varies little in voltage, temperature, or charge and discharge rates. This result also suggests that different batteries and different applications may be modeled better by either the ERM or CRM, and that it is critical to understand the forecasting error of the BESS models used in grid integration analysis.

4.6 Summary

This chapter has presented two novel formulations of SoC forecasting models and a method to calculate their optimal parameters. We then
compared the forecasting accuracy of both models, on two example battery systems, using three different methods of parameter selection: manufacturer’s specifications, testing data, and selecting optimal parameters based on operational data. While both models were found to be more accurate forecasting the smoothing battery’s SoC, the CRM was found to have better accuracy than the ERM when parameters were chosen from the manufacturer’s specification sheet. This was the result of the CRM’s accuracy being less sensitive than the ERM’s accuracy to a mismatch between expected and actual use. However, for these system’s in their operational environment, the CRM and ERM were equally impacted by unmodeled system dynamics, meaning they were equally accurate when they each had optimally selected parameters.

A general conclusion of this research is that different battery models will be more accurate than others for specific systems in specific applications. Further, there are specific systems and applications where the SoC forecast accuracy of the open-loop ERM is not significantly improved by the additional dynamics modeled in the CRM. The proposed framework for model accuracy assessment is a useful and widely applicable method to quantify forecasting accuracy. We intend to continue to expand the technical foundation of SoC forecasting models to improve their utility through the development of more accurate models, and methods of model adaptation to improve accuracy over time. Understanding and controlling the effects of battery model uncertainty will be critical to the integration of energy storage into a smart power system.
Chapter 5

Adaptive Modeling Process for a Battery Energy Management System

Battery energy storage systems are often controlled through an energy management system (EMS), which may not have access to detailed models developed by battery manufacturers. The EMS contains a model of the battery system’s performance capabilities that enables it to optimize charge and discharge decisions. In this chapter, we develop a process for the EMS to calculate and improve the accuracy of its control model using the operational data produced by the battery system. This process checks for data salience and quality, identifies candidate parameters, and then calculates their accuracy. The process then updates its model of the battery based on the candidate parameters and their accuracy. We use a charge reservoir model with a first order equivalent circuit to represent the battery and a flexible open-circuit-voltage function. The process is applied to one year of operational data from two lithium-ion batteries in a battery system located in Sterling, MA USA. Results show that the process quickly learns the optimal model parameters and

---

1D. Rosewater, B. Schenkman, and S. Santoso, “Adaptive Modeling Process for a Battery Energy Management System” in Proc. Symposium on Power Electronics, Electrical Drives, Automation and Motion, Sorrento, Italy, June 2020. The dissertator was the principle investigator for this research including organizing field data, developing the optimization and adaptation algorithms, programming the data analysis and uncertainty cancellations, and writing/editing the article itself. Co-authors provided guidance in their areas of specialization and technical review.
significantly reduces modeling uncertainty. Applying this process to an EMS can improve control performance and enable risk-averse control by accounting for variations in capacity and efficiency.

**Contributions** of this chapter were identified as follows: (minor) developed a process for the EMS to calculate and improve the accuracy of its control model using the operational data produced by the battery system, and (minor) demonstrated the effectiveness of this process using real world data.

## 5.1 Introduction

The energy management system (EMS) is critical to the operational longevity and profitability of a battery energy storage system (BESS). In many BESS, the battery management system (BMS) is responsible for battery protection and state estimation, while the EMS is responsible for deciding when to charge and discharge. The models used by BMS and EMS can be very different. Much of the detailed chemistry data available to the BMS designers, is not available to the EMS designer. What is available however, can be a deluge of operational data. These data can be used to develop a highly accurate model that an EMS can use to optimize its decisions.

EMS models have been reviewed in detail in [13], and the methods to optimize decisions using these models has been reviewed in [22]. Models can vary from simple to extremely complex. Current practice is either to configure an EMS’s battery model using manufacturer specifications or using data from performance testing during commissioning. However, recent work has focused on developing adaptive EMS models that learn from operational data [52, 173, 175].
The primary contribution of this chapter is to improve the process for adaptive EMS modeling. We reduce the prior knowledge of the battery that the EMS needs to get started, improve the prediction accuracy over alternatives methods, and to calculate and track modeling uncertainty such that the model can be used for risk-averse or robust state estimation and control.

The adaptive EMS modeling process is started with the battery’s open-circuit-voltage at two known states-of-charge (SoC). Using this information and data collected during daily operation, the adaptive process identifies battery capacity and efficiency, the open-circuit-voltage function, and the parameters of a battery equivalent circuit. Additionally, this process calculates and tracks the uncertainty of each of its parameters. The model then updates its parameters at a Bayesian learning rate determined by the candidate model’s accuracy tested against a subset of the available data. This process has the benefit of continuing to keep model uncertainty low as battery parameters change with time and use. The resulting EMS model can then be used for state estimation and control. The uncertainty parameters make these process improvements work with a risk-averse controller design such as the one presented in [18].

The remainder of this chapter is organized as follows. Section 5.2 introduces the battery model, Section 5.3 discusses the proposed process to update the EMS model, including the data and methods used to estimate and test model parameters in situ. The results of applying the proposed process to a grid scale lithium-ion battery system are discussed in Section 5.4 and our conclusions are discussed in Section 5.5.
5.2 Battery Model

In this section we define a battery model that can be parameterized on-line and used in state estimation and control. The state equations for the equivalent circuit model presented in Fig. 5.1 are shown below:

\[ v = v_{oc} + v_1 + R_c i^+ + R_d i^- \]  
(5.2.1)

\[ \frac{\partial v_1}{\partial t} = -v_1 \frac{1}{R_1 C_1} + \frac{i^+ + i^-}{C_1} \]  
(5.2.2)

where \( v \) is the battery terminal voltage, \( v_{oc} \) is the open-circuit-voltage, \( v_1 \) is the dynamic voltage, \( t \) is time, \( R_c \) and \( R_d \) are the charge/discharge resistances, \( i^+ \) and \( i^- \) are the charge/discharge currents, \( R_1 \) is the dynamic resistance, and \( C_1 \) is the dynamic capacitance. The open-circuit-voltage function is approximated using a cubic polynomial as shown below:

\[ v_{oc} = \alpha \varsigma^3 + \beta \varsigma^2 + \gamma \varsigma + \delta \]  
(5.2.3)

where \( \varsigma \) is the battery SoC, and \( \alpha, \beta, \gamma, \) and \( \delta \) are the polynomial coefficients. The SoC is then a function of the charge and discharge current as shown below:

\[ \frac{\partial \varsigma}{\partial t} = \eta_c i^+ + i^- \]  
(5.2.4)

where \( C_{cap} \) is the battery’s charge capacity, and \( \eta_c \) is the coulombic efficiency.

The initial parameter set for this model is shown in Table 5.1. While having initial parameters derived through manufacturer specifications may be beneficial to initial performance, our initial set is intentionally inaccurate to demonstrate the learning speed of the process. Only four parameters must be known or assumed prior to the start of the process: \( \varsigma_{max}, \varsigma_{min}, v_{oc-max}, \) and \( v_{oc-min} \). This is because the maximum and minimum SoC, and their associated
open-circuit-voltages, reflect the expected use and lifetime of a given cell design. For example, a manufacturer could sell two physically identical products: a deep-discharge cell with a voltage range of 2.7-4.2 V and an expected life of 800 cycles, and a long-lasting cell with a voltage range of 3.2-4.1 V and an expected life of 10,000 cycles. Because of this convention, defining what maximum and minimum SoC means can be an implicit method of incorporating a cell’s degradation into a control system [13].

5.3 EMS Model Learning Process

For the EMS to be able to configure itself it must be able to learn its model parameters using the operational data. A summary of the EMS model learning process is illustrated by the flowchart shown in Fig. 5.2.

5.3.1 Data Requirements

While collecting operational data, a subset of the data are useful for parameter identification while the remainder either does not provide salient
Table 5.1: Charge Reservoir Model Initial Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum state-of-charge*</td>
<td>$\varsigma_{\text{max}}$</td>
<td>100.0%</td>
</tr>
<tr>
<td>Minimum state-of-charge*</td>
<td>$\varsigma_{\text{min}}$</td>
<td>0.0%</td>
</tr>
<tr>
<td>Open-circuit-voltage at $\varsigma_{\text{max}}$</td>
<td>$v_{\text{oc-max}}$</td>
<td>1,027.6 V</td>
</tr>
<tr>
<td>Open-circuit-voltage at $\varsigma_{\text{min}}$</td>
<td>$v_{\text{oc-min}}$</td>
<td>807.4 V</td>
</tr>
<tr>
<td>Charge capacity</td>
<td>$C_{\text{cap}}$</td>
<td>3000 Ah</td>
</tr>
<tr>
<td>Coulombic efficiency</td>
<td>$\eta_{\text{c}}$</td>
<td>1.0</td>
</tr>
<tr>
<td>Charge resistance</td>
<td>$R_c$</td>
<td>0.1 Ω</td>
</tr>
<tr>
<td>Discharge resistance</td>
<td>$R_d$</td>
<td>0.1 Ω</td>
</tr>
<tr>
<td>Dynamic element Capacitance</td>
<td>$R_1$</td>
<td>0.1 Ω</td>
</tr>
<tr>
<td>Dynamic element resistance</td>
<td>$C_1$</td>
<td>0.1 F</td>
</tr>
<tr>
<td>Open-circuit-voltage parameter 0</td>
<td>$\alpha$</td>
<td>0.0</td>
</tr>
<tr>
<td>Open-circuit-voltage parameter 1</td>
<td>$\beta$</td>
<td>0.0</td>
</tr>
<tr>
<td>Open-circuit-voltage parameter 2</td>
<td>$\gamma$</td>
<td>100.0</td>
</tr>
<tr>
<td>Open-circuit-voltage parameter 3</td>
<td>$\delta$</td>
<td>900.0</td>
</tr>
</tbody>
</table>

* These are the only parameters that must be accurate from the start. All other initial parameters are purposefully inaccurate guesses, intended to demonstrate the learning speed of the process.
Figure 5.2: Flow chart of the EMS model learning process
information or has ill-conditioned measurements that could corrupt results. For this analysis we assess one day at a time. To qualify for parameter estimation, the data collected from a day must show that the BESS undergoes both charge and discharge, its range of SoC must be greater than 15%, and it must not contain any invalid or out-of-range data (e.g. battery voltage < 100 V). If the day being assessed does not meet these requirements, then the process simply passes it over to assess the next day.

5.3.2 Parameter Estimation

In this section, we introduce the on-line optimal parameter estimation process. Samples of voltage, current, and the SoC reported by the BMS are taken at a variable interval of $\Delta t[i]$ to construct the measurement vectors: battery voltage $v$, charge current $i^+$, discharge current $i^-$ and SoC $\varsigma$. These vectors are then fed into the two-part optimization problem shown below:

Part 1, battery capacity and efficiency:

$$\min_{x_1 \in \mathbb{R}^{n+3}} \|\varsigma - \hat{\varsigma}\|^2_2 \quad (5.3.1a)$$

subject to :

$$\hat{C}_{cap} D\varsigma = \hat{\eta}_c i^+ + i^- \quad (5.3.1b)$$

where $x_1 = \{\varsigma, \hat{\eta}_c, \hat{C}_{cap}\} \in \mathbb{R}^{n+3}$ is the set of all decision variables in the estimation of capacity and coulombic efficiency, and $n$ is the number of samples in the data window.
Part 2, battery equivalent circuit parameters:

\[
\min_{x_2 \in \mathbb{R}^{3n+12}} \|v - \hat{v}\|_2^2 \tag{5.3.2a}
\]

subject to:

\[
\dot{v} = \hat{v}_{oc} [1:n] + \hat{v}_1 [1:n] + \hat{R}_c^+ i^+ + \hat{R}_d^- i^- \tag{5.3.2b}
\]

\[
D \dot{v}_1 = \frac{-\hat{v}_1 [1:n]}{\hat{R}_1 C_1} + \frac{i^+ + i^-}{C_1} \tag{5.3.2c}
\]

\[
\dot{v}_{oc} = \hat{\alpha} \varsigma^3 + \hat{\beta} \varsigma^2 + \hat{\gamma} \varsigma + \hat{\delta} \tag{5.3.2d}
\]

\[
v_{oc\text{-max}} = \hat{\alpha} \varsigma_{\text{max}}^3 + \hat{\beta} \varsigma_{\text{max}}^2 + \hat{\gamma} \varsigma_{\text{max}} + \hat{\delta} \tag{5.3.2e}
\]

\[
v_{oc\text{-min}} = \hat{\alpha} \varsigma_{\text{min}}^3 + \hat{\beta} \varsigma_{\text{min}}^2 + \hat{\gamma} \varsigma_{\text{min}} + \hat{\delta} \tag{5.3.2f}
\]

\[
3 \hat{\alpha} \varsigma_{\text{hold}}^2 + 2 \hat{\beta} \varsigma_{\text{hold}} + \hat{\gamma} \geq 0 \tag{5.3.2g}
\]

where \(x_2 = \{\hat{v}, \hat{v}_{oc}, \hat{v}_1, \hat{R}_c, \hat{R}_d, \hat{R}_1, \hat{C}_1, \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}\} \in \mathbb{R}^{3n+12}\) is the set of all decision variables in the parameter estimation, \(n\) is the number of samples in the data window, \(\varsigma_{\text{max}}\) and \(\varsigma_{\text{min}}\) are the maximum and minimum SoC, \(v_{oc\text{-max}}\) and \(v_{oc\text{-min}}\) are the open-circuit-voltages associated with the maximum and minimum SoC, \(\varsigma_{\text{hold}}\) is a vector of SoC that covers the range from \(\varsigma_{\text{max}}\) to \(\varsigma_{\text{min}}\) (this can be the same vector that is used for the open-circuit-voltage holding values discussed in Section 5.3.4) and the differential matrix \(D\) is shown below:

\[
D = \Delta \begin{bmatrix}
-1 & 1 & 0 & . & . & 0 \\
0 & -1 & 1 & 0 & . & . \\
. & . & . & . & . & . \\
0 & 0 & -1 & 1 \\
\end{bmatrix}_{n \times (n+1)} \tag{5.3.3}
\]

\[
\Delta = \begin{bmatrix}
\frac{1}{\Delta t_{[2]}} & 0 & . & . & 0 \\
0 & \frac{1}{\Delta t_{[2]}} & 0 & . & . \\
. & . & . & . & . \\
0 & 0 & \frac{1}{\Delta t_{[n]}} \\
\end{bmatrix}_{n \times n} \tag{5.3.4}
\]
where $\Delta t[i]$ is the sample period, and $\Delta$ is a square matrix where the diagonal is made up of the reciprocal of the sample period at each time step. The equivalent circuit is modeled in (5.3.2b) and (5.3.2c), the open-circuit-voltage is estimated in (5.3.2d) with constraints on the maximum and minimum open-circuit-voltages in (5.3.2e) and (5.3.2f), respectively. The constraint in (5.3.2g) ensures that the calculated open-circuit-voltage function is monotonically increasing. These problems are solved using pyomo [74,75], and the interior-point solver ipopt [76]. The critical outcome of this optimization problem is the optimal estimated parameter set \{ $\hat{C}_{\text{cap}}$, $\hat{\eta}_c$, $\hat{R}_c$, $\hat{R}_d$, $\hat{C}_1$, $\hat{\alpha}$, $\hat{\beta}$, $\hat{\gamma}$, $\hat{\delta}$ \}. These parameters are used to test the accuracy of the candidate model parameters in cross validation.

### 5.3.3 Accuracy Testing

To evaluate the predictive accuracy of an SoC forecasting model we partition the available operational data record into separate training and testing sets. Both parameter estimation and accuracy testing for an SoC forecasting model require contiguous operational data. Because we assess one day at a time, partial days may not meet the data requirements. This means we are limited to using one full day for parameter estimation and another full day for accuracy testing. To keep validation data as relevant as possible we use the scheme illustrated in Fig. 5.3.

After collecting operational data for two days that meet the data requirements, we first estimate the model parameters for the second day ($x_1$ and $x_2$) using (5.3.1) and (5.3.2) respectively. We then simulate day one using the updated model, recording the root-mean-squared (RMS) and percent
forecasting error for the battery voltage according to:

\[
\varepsilon_{\text{RMS}} = \sqrt{\frac{\sum_{k=1}^{n}(v_k - \hat{v}_k)^2}{n}} \quad (5.3.5)
\]

\[
\varepsilon_{\%} = \frac{1}{n} \sum_{k=1}^{n} \left| \frac{v_k - \hat{v}_k}{v_k} \right| \quad (5.3.6)
\]

where \( \varepsilon_{\text{RMS}} \) is the RMS forecasting error, and \( \varepsilon_{\%} \) is the percent forecasting error.

5.3.4 Model Update

At each new qualifying day, prior model parameters are updated in the diction of the newly estimated parameters and by a magnitude proportional to their accuracy on training data. Accuracy, in this context, is the inverse of percent error as calculated above, and is used as a proxy for the likelihood of the parameter set being correct. The update for the model parameters, not
including the open-circuit-voltage function parameters, is shown below:

\[ \Gamma = \min \left\{ \frac{0.05}{\xi_{sg}}, 0.25 \right\} \]  
(5.3.7a)

\[ R_c = (1 - \Gamma)R_c + \Gamma \hat{R}_c \]  
(5.3.7b)

\[ R_d = (1 - \Gamma)R_d + \Gamma \hat{R}_d \]  
(5.3.7c)

\[ R_1 = (1 - \Gamma)R_1 + \Gamma \hat{R}_1 \]  
(5.3.7d)

\[ C_1 = (1 - \Gamma)C_1 + \Gamma \hat{C}_1 \]  
(5.3.7e)

\[ C_{cap} = (1 - \Gamma)C_{cap} + \Gamma \hat{C}_{cap} \]  
(5.3.7f)

\[ \eta_c = (1 - \Gamma)\eta_c + \Gamma \hat{\eta}_c \]  
(5.3.7g)

where \( \Gamma \) is the learning rate.

The open-circuit-voltage function parameters are updated by first updating a set of holding values for open-circuit-voltage, evenly spaced in the range from \( \varsigma_{\min} \) to \( \varsigma_{\max} \). Each point is updated based on the expression below:

\[
\nu_{oc-hold}(\varsigma) += \\
\frac{\Gamma}{m} \sum_{k=1}^{m} N(\varsigma - \varsigma_{\text{hold-k}}) \left( \hat{\alpha}_{\text{hold-k}}^3 + \hat{\beta}_{\text{hold-k}}^2 + \hat{\gamma}_{\text{hold-k}}^3 + \hat{\delta} \right)
\]  
(5.3.8)

where \( \nu_{oc-hold}(\varsigma) \) is the open-circuit-voltage holding value at \( \varsigma \), \( \varsigma_{\text{hold-k}} \) are the states-of-charge at which the open-circuit-voltage holding values are located (iterated by \( k \)), \( N(\mu) \) is the probability density of a standard normal distribution at distance from the mean \( \mu \). The probability density function is acting as a proxy for the accuracy of the state-of-charge estimate in this update.

Note that parameter values outside of a reasonable range are a sign that the optimization may have found a non-global minimum. The update stage is skipped in these cases and the process waits for the next day of qualifying data.
5.4 Results

The methods discussed above are applied to the operational data of a 2 MW, 3.9 MWh lithium-ion battery system in Sterling, MA USA [176]. The system is split into two sub-batteries which we term batteries 1 and 2 respectively. One year of data were assessed starting on July 13th 2017. The vast majority of this time, the battery is either supplying high-power, low-energy services, or the battery is idle, and hence the data do not meet the requirements for parameter identification. Data from 36 days (roughly 10% of the sample year) meet the requirements and are used to update the model.

5.4.1 Model Learning

The initial parameters are steadily updated to more accurately forecast the battery’s SoC and voltage. The EMS model’s capacity parameter for each battery are shown in Fig. 5.4 displayed as a function of the number of days that have been processed. For the first ten days or so the learning algorithm corrects for the error in the initial parameter values. This correction also leads to a large increase in the modeling uncertainty. After the first ten days, the capacity only slowly changes, likely as a result of ether battery degradation or changes in usage that exhibit different performance.

The initial open-circuit-voltage function is a straight line between a minimum voltage and a maximum voltage. As the model updates, the cubic function representation for open-circuit-voltage begins to reflect a plateau at partial SoC, and high slope regions at both high and low SoC. This trend is illustrated in Fig. 5.5 where the lines get progressively lighter as the model is updated.

These model changes are reflected in improved forecasting accuracy,
Figure 5.4: Updates to the capacity parameter for Battery 1 (top), Battery 2 (bottom). One standard deviation of the previous ten values is shown by upper and lower bounds.

Figure 5.5: Updates to the battery model’s open-circuit-voltage function
and improved estimates of model uncertainty. A single day (July 1st, 2018), was used as a baseline day to test the accuracy of each model as the model changes. The % error that each model has when applied to the baseline day is shown in Fig. 5.6. An inconsistent but downward trend can be observed in the modeling error for each battery. The final model parameters, along with the uncertainty of each are listed in Table 5.2.

5.5 Summary

This chapter develops a process for using operational data to steadily improve the accuracy of an EMS model and calculate the modeling uncertainty for use in risk-averse control. The process starts with an initial parameter set, which can be based on manufacturer ratings or rough order of magnitude guesses. This parameter set is significantly smaller than alternative methods. It then takes operational data and filters out days that do not meet certain requirements for salience and quality. Qualifying data are then used to estimate candidate model parameters, whose accuracy is then tested on the most recent qualifying day not used for the estimate. This process improves EMS modeling accuracy, or at least keeps modeling error low, as qualifying data are supplied.
<table>
<thead>
<tr>
<th>Name</th>
<th>Battery 1</th>
<th>$\sigma_1$</th>
<th>Battery 2</th>
<th>$\sigma_2$</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge capacity</td>
<td>2330.9</td>
<td>11.550</td>
<td>2237.9</td>
<td>38.005</td>
<td>Ah</td>
</tr>
<tr>
<td>Coulombic efficiency</td>
<td>0.920</td>
<td>4.6e-2</td>
<td>0.972</td>
<td>7.0e-2</td>
<td></td>
</tr>
<tr>
<td>Charge resistance</td>
<td>2.71e-2</td>
<td>1.42e-2</td>
<td>3.55e-2</td>
<td>1.55e-2</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>Discharge resistance</td>
<td>9.03e-2</td>
<td>6.46e-3</td>
<td>8.71e-2</td>
<td>8.75e-3</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>Dynamic element resistance</td>
<td>0.466</td>
<td>0.560</td>
<td>6.11e-2</td>
<td>1.82e-2</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>Dynamic element capacitance</td>
<td>18.50</td>
<td>0.648</td>
<td>19.69</td>
<td>0.627</td>
<td>F</td>
</tr>
<tr>
<td>Open-circuit-voltage parameter 0</td>
<td>703.2</td>
<td></td>
<td>743.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open-circuit-voltage parameter 1</td>
<td>-1297.3</td>
<td></td>
<td>-1340.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open-circuit-voltage parameter 2</td>
<td>814.3</td>
<td></td>
<td>817.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open-circuit-voltage parameter 3</td>
<td>807.4</td>
<td></td>
<td>807.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
over time and use. By applying this process, the EMS will always have an up-to-date and accurate model to work with in optimizing charge and discharge. The parameter uncertainty values estimated through this process enable the EMS to hedge its operational decisions against the uncertainty of battery performance. If incorporated into an EMS control system, the proposed process would improve system performance and make the controller more robust to modeling uncertainty.
Chapter 6

Risk-Averse Model Predictive Control Design for Battery Energy Storage Systems

When batteries supply behind-the-meter services such as arbitrage or peak load management, an optimal controller can be designed to minimize the total electric bill. The state constraints of batteries that ensure safety and longevity, such as on voltage or state-of-charge, are represented in the model used to forecast the system’s state dynamics. Control model inaccuracy can lead to an optimistic shortfall, where the achievable schedule will be costlier than the schedule derived using the model. To improve control performance and avoid optimistic shortfall, we develop a novel methodology for high performance, risk-averse battery energy storage controller design. Our method is based on two contributions. First, the application of a more accurate, but non-convex, battery system model is enabled by calculating upper and lower bounds on the globally optimal control solution. Second, the battery model
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is then modified to consistently underestimate capacity by a statistically selected margin, thereby hedging its control decisions against normal variations in battery system performance. The proposed model predictive controller, developed using this methodology, performs better and is more robust than the state-of-the-art approach, achieving lower bills for energy customers and being less susceptible to optimistic shortfall.

**Contributions** of this chapter were identified as follows: (major) the application of a more accurate, but non-convex, battery system model is enabled by calculating upper and lower bounds on the globally optimal control solution, and (major) the battery model is then modified to consistently underestimate capacity by a statistically selected margin, thereby hedging its control decisions against normal variations in battery system performance.

### 6.1 Introduction

Battery energy storage systems (BESS) are becoming an integral part of a resilient and efficient electrical system. Distributed energy resources (DER) such as BESS are able to support the grid through advanced control and functionality [177]. In addition to responding to local conditions of voltage and frequency, energy management systems can forecast future conditions of variables such as price and load to optimally schedule BESS operation. The time-of-use (ToU) and peak demand charge billing mechanisms are driving the adoption of BESS in commercial applications in many areas [12]. Both TOU and demand charge rate structures incentivize costumers to, in aggregate, reduce system peak demand, allowing a utility to defer or avoid costly capacity upgrades [178]. A primary concern in both applications is how to make control decisions that maximize the value of the BESS to the owner. Optimal
control of BESS is a challenging problem due to their complexity and the uncertainty of the underlying chemical processes. The objective of this chapter is to develop and demonstrate a methodology to design an advanced, energy management level controller for BESS. We accomplish this by first reducing model uncertainty, through model improvements, and then by shaping model uncertainty to impose a risk-averse bias on control decisions.

We introduce the following simple case study to provide a basis for an optimal control objective function. Note that this is very similar to the problem statement introduced in Chapter 2.2 except that it is over one week rather than just a day. Consider a hypothetical commercial electrical customer billed for power under both ToU and demand charges. This customer decides to purchase and install a battery to reduce their electrical bill. The energy contract charges 9¢/kWh during off-peak, 11¢/kWh during partial-peak hours, and 15¢/kWh during peak [10] according to the schedule shown in Fig. 6.1

Figure 6.1: Time-of-use price schedule (top) [10], and electrical load (bottom) [4]
Table 6.1: Summary of Case Study Assumptions

Ownership
Commercial Electrical Customer

Load Profile
From the EPRI test circuit ‘Ckt5’ loadshape summer, scaled to a 5 kW peak \[4\].

ToU Tariff
9¢/kWh off-peak,
11¢/kWh partial-peak hours (9:00 to 21:00 weekdays), 15¢/kWh peak (12:00 to 18:00 weekdays) \[10\]

Demand Tariff
\[d = \$50/kW based on peak net load \[31\].

Billing
Weekly, 15 minute time steps.

(top). The utility then charges $50/kW service fee \((d)\) according to the peak net load measured during the billing period. For simplicity we will assume a weekly billing period for this example, although it would be more typical to use a monthly or longer period to set the demand charge. This price is consistent with demand charges in specific localities in California and New York \[31\]. The customer’s week ahead load forecast is shown in Fig. 6.1 (bottom). These load data are adapted from the EPRI test circuit ‘Ckt5’ loadshape, July 20th through 26th, normalized to a 5 kW peak \[4\]. We will assume that the load and price are known a priori. Without the battery, total bill would be calculated according to (6.1.1).

\[
\begin{align*}
  f_{\text{bill}} &= \Delta t \mathbf{c}^T \mathbf{l} + \max(\mathbf{l}) d \\
\end{align*}
\]  

(6.1.1)

where \(f_{\text{bill}}\) is the total electric bill, \(\mathbf{l}\) is the \(n\)-length vector of load, \(\mathbf{c}\) is the \(n\)-length vector of ToU prices, \(d\) is the service fee in \$/kW for peak net load measured during the billing period, and \(\bullet^T\) denotes a vector’s transpose. Unless otherwise stated, we use a time-step \(\Delta t = 15\) minutes (0.25 hours), and \(n = 672\) (1 week). With the addition of a BESS that can supply \((-)\), or absorb
(+), power $\mathbf{p}$, the customer’s cost can be modified to (6.1.2).

$$f_{\text{bill}} = \Delta t \mathbf{c}^T(l + \mathbf{p}) + \max(l + \mathbf{p}) d$$

(6.1.2)

where $\mathbf{p}$ is the battery system power that element wise subtracts from $l$ when the battery system is discharging. The problem is thus formulated: design a control algorithm to optimally calculate a vector of battery system power $\mathbf{p}$ that minimizes the customer’s bill $f_{\text{bill}}$ without exceeding the battery’s limits, including those on charge rate and depth-of-discharge. Further, the quality of the solution will be judged based both on how much it reduces the customer’s bill and how robust it is to uncertainty.

A common approach to controller design is called model predictive control (MPC). MPC is a real-time, state-feedback, optimal control approach that involves solving a finite-horizon online optimization problem at each time step that results in a sequence of future control actions as well as predictions of the future states [24, 179, 180]. In designing MPC, the choice of what model to use can be critical. The simplest BESS model assumes that changes in SoC are proportional to the energy charged or discharged from ac point of interconnection. This approach to optimal control represents the state-of-the-art and has been used for improving wind farm dispatch in Australian electricity markets [181], and achieving distribution feeder dispatchability [182]. Another common approach, based on the need for improved accuracy, is to use a BESS model that assumes that changes in SoC are proportional to the charge, in amp-hours, supplied or absorbed by the battery itself. While it has been used [55, 84, 183], this approach can be difficult because the feasible subspace it defines is fundamentally non-convex. Historically, the only way to apply the more accurate model to calculate optimal control schedules was to either
approximate the model using pseudospectral methods [55], or to use dynamic programming [84, 183]. Further, given the precision of this type of model, the performance of optimal controllers that rely on it can be sensitive to variations in battery performance.

This chapter makes two fundamental contributions to the state-of-the-art: 1) formulation of an optimal controller for a residential lithium-ion battery system, based on the more accurate charge reservoir model (Section 6.3) with upper and lower bounds to check the viability of solutions found through gradient based methods (Section 6.5), and 2) a method to modify the controller to be risk-averse to variations in battery performance (Section 6.6). In Section 6.7 we demonstrate the improved controller performance, due to using the more accurate model, and demonstrate how the risk-averse modification makes it more robust to model uncertainty. Together, these contributions make up an advanced methodology for designing BESS controllers that perform better and are more robust than those designed through traditional methods. Section 6.8 summarizes the chapter with a summary of the results and a discussion of the broad applicability of the proposed control design approach.

6.2 Energy Reservoir Model

Energy Reservoir Model (ERM), first introduced in Chapter 2, refers to a class of models that calculates SoC as a linear function of energy into and out of the BESS. The ERM is widely used in battery energy storage control problems [15, 43, 53, 181, 182] and has the advantage of being linear in charge and discharge power. This allows for convex, and therefore computationally efficient, formulations of the optimal control problem. The ERM formulation used here is shown in (6.2.1). Definitions for parameters are given in Table
Table 6.2: Energy Reservoir Model Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Capacity*</td>
<td>$Q_{\text{cap}}$</td>
<td>5.944 kWh</td>
</tr>
<tr>
<td>Energy Efficiency*</td>
<td>$\eta_e$</td>
<td>61.7%</td>
</tr>
<tr>
<td>Maximum Power Discharge</td>
<td>$p_{\text{max}}$</td>
<td>7 kW</td>
</tr>
<tr>
<td>Maximum Power Charge</td>
<td>$p_{\text{min}}$</td>
<td>7 kW</td>
</tr>
<tr>
<td>Maximum SoC</td>
<td>$\varsigma_{\text{max}}$</td>
<td>95%</td>
</tr>
<tr>
<td>Minimum SoC</td>
<td>$\varsigma_{\text{min}}$</td>
<td>20%</td>
</tr>
<tr>
<td>Regularization Weight</td>
<td>$\Pi_1$</td>
<td>0.001 $$/kW^2$$</td>
</tr>
</tbody>
</table>

* derived from experimental analysis on a residential lithium-ion battery system

\[
\min_{x_e \in \mathbb{R}^{3n+2}} \Delta t \mathbf{c}^T (1 + \mathbf{p}^+ + \mathbf{p}^-) + \tau d + \Pi_1 ||\mathbf{p}^+ + \mathbf{p}^-||_2^2 \quad (6.2.1a)
\]

subject to:

1. $Q_{\text{cap}} \mathbf{D} \varsigma = \eta_e \mathbf{p}^+ + \mathbf{p}^-$ \quad (6.2.1b)
2. $\varsigma_{[1]} = \varsigma_0$ \quad (6.2.1c)
3. $\varsigma_{[1]} = \varsigma_{[n]}$ \quad (6.2.1d)
4. $[0] \leq \mathbf{p}^+ \leq p_{\text{max}}[1]$ \quad (6.2.1e)
5. $p_{\text{min}}[1] \leq \mathbf{p}^- \leq [0]$ \quad (6.2.1f)
6. $\varsigma_{\text{min}}[1] \leq \varsigma \leq \varsigma_{\text{max}}[1]$ \quad (6.2.1g)
7. $1 + \mathbf{p}^+ + \mathbf{p}^- \leq \tau[1]$ \quad (6.2.1h)

where $x_e = \{\mathbf{p}^+, \mathbf{p}^-, \varsigma, \tau\} \in \mathbb{R}^{3n+2}$, $\mathbf{p}^+ \in \mathbb{R}_+^n$ is the ac electrical power provided to charge battery system, $\mathbf{p}^- \in \mathbb{R}^n$ is the ac electrical power discharged from the battery system, $\varsigma \in \mathbb{R}^{n+1}$ is the battery SoC, $\tau \in \mathbb{R}$ is the peak demand.
power and the differential matrix $D$ is shown in (6.2.2).

$$D = \frac{1}{\Delta t} \begin{bmatrix} -1 & 1 & 0 & \cdots & 0 \\ 0 & -1 & 1 & 0 & \cdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & -1 & 1 \end{bmatrix}_{n \times (n+1)}$$

(6.2.2)

An $\ell_2$ norm regularization is applied in (6.2.1a) and scaled by the constant $\Pi_1$ to even out peak battery power when it is not needed. The constraint (6.2.1b) ensures that control decisions are made based on the current estimated SoC ($\varsigma_0$). The constraint (6.2.1c) represents the intuitive assumption that the BESS will continue to operate after the end of the current control horizon and that the next period will be similar to this one. While not necessary in closed-loop implementation, (6.2.1c) makes simulation results easier to interpret and compare. The application of these constraints is discussed in more detail in Chapter 2.

### 6.3 Charge Reservoir Model

Charge Reservoir Model (CRM), first introduced in Chapter 2, refers to a class of models that calculates SoC as a function of charge (current integrated over time) into and out of the battery itself. The CRM is also used in battery energy storage control problems and has the advantage of being more accurate over a longer time horizon or over larger range of SoC [55]. The disadvantage of the CRM is that the subspace of feasible solutions is fundamentally non-convex. Therefore, it is more computationally complex and difficult integrate into an on-board controller [84]. The CRM formulation used here is shown in (6.3.1). The parameters for this model are listed in Table 6.3.
\[
\begin{align*}
\min_{x_c \in \mathbb{R}^{8n+3}} & \quad \Delta t c^T (1 + p) + \tau d + \Pi_1 ||p||_2^2 + \Pi_2 ||v_s||_1 \\
\text{subject to:} & \quad \phi_0 p^2 + \phi_1 p + \phi_2 \geq p_{dc} \\
& \quad p_{dc} = (i_{bat}^+ + i_{bat}^-) v_{bat} \\
& \quad v_{bat} = v_{oc[1:n]} + R_0 (i_{bat}^+ + i_{bat}^-) + v_s \\
& \quad v_{oc} = \alpha \varsigma^3 + \beta \varsigma^2 + \gamma \varsigma + \delta \\
& \quad C_{cap} D \varsigma = \eta_c i_{bat}^+ + i_{bat}^- \\
& \quad s_1 = s_0 \\
& \quad s_1 = s_{n+1} \\
& \quad p_{min[1]} \leq p \leq p_{max[1]} \\
& \quad s_{min[1]} \leq \varsigma \leq s_{max[1]} \\
& \quad v_{min[1]} \leq v_{bat} \leq v_{max[1]} \\
& \quad [0] \leq i_{bat}^+ \leq i_{max[1]} \\
& \quad i_{min[1]} \leq i_{bat}^- \leq [0] \\
& \quad 1 + p \leq \tau[1]
\end{align*}
\]  

where \( x_c = \{ p, p_{dc}, i_{bat}^+, i_{bat}^-, v_{bat}, v_s, v_{oc}, \varsigma, \tau \} \in \mathbb{R}^{8n+3} \), \( p_{dc} \in \mathbb{R}^n \) is the dc electrical power provided to battery, \( v_{bat} \in \mathbb{R}^n \) is the battery terminal voltage, \( v_s \in \mathbb{R}_{+}^n \) is the slack voltage used in calculation of an upper bound, \( v_{oc} \in \mathbb{R}^{n+1} \) is the battery open-circuit voltage, and \( \tau \in \mathbb{R} \) is the peak power demand. The CRM objective includes a \( \ell_2 \) norm power regularization and an \( \ell_1 \) norm slack voltage cost, weighted by the constant \( \Pi_2 \). The weight \( \Pi_2 \) is chosen, using a simple trial and error sweep, to be the smallest value that is still large enough to drive the slack voltage to zero under normal operation. The CRM includes constraints on inverter conversion efficiency \([6.3.1b]\), Ohm’s law
Figure 6.2: Open-circuit voltage constraint satisfying (6.3.1e) relating dc power, voltage and current (6.3.1c), the battery equivalent circuit model (6.3.1d), and the open-circuit voltage curve (6.3.1e). Note that the inverter conversion efficiency (6.3.1b) is a convex inequality that collapses to equality as long as energy prices in the objective are positive. This model uses the big cell method discussed in [81]. These additional parameters and constrains allow the CRM to more accurately represent the physical dynamics of battery systems.

6.4 Extended CRM for Simulation

To perform a pseudo-empirical analysis of the optimal schedules calculated from each model we simulate how the battery system would respond to each control signal using an extended CRM that incorporates additional constraints and parameters to improve its accuracy. The simulation model uses slightly different functions and parameters, enabling an analysis of the effects of model and parameter uncertainty on controller performance. The modified constraints are shown in (6.4.1). The parameters for these modified constraints are shown in Table 6.4.
Table 6.3: Charge Reservoir Model Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Mean</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge Capacity*</td>
<td>$C_{\text{cap}}$</td>
<td>135.2 Ah</td>
<td>2.6 Ah</td>
</tr>
<tr>
<td>Coulombic Efficiency*</td>
<td>$\eta_c$</td>
<td>94.6%</td>
<td>0.74%</td>
</tr>
<tr>
<td>Inverter Efficiency Coefficient*</td>
<td>$\phi_0$</td>
<td>-4.7865e-07</td>
<td></td>
</tr>
<tr>
<td>Inverter Efficiency Coefficient*</td>
<td>$\phi_1$</td>
<td>0.99107</td>
<td></td>
</tr>
<tr>
<td>Inverter Efficiency Coefficient*</td>
<td>$\phi_2$</td>
<td>-0.0721</td>
<td></td>
</tr>
<tr>
<td>Battery Internal Resistance*</td>
<td>$R_0$</td>
<td>15.35 mΩ</td>
<td>0.34 mΩ</td>
</tr>
<tr>
<td>Maximum Power Discharge</td>
<td>$p_{\text{max}}$</td>
<td>7 kW</td>
<td></td>
</tr>
<tr>
<td>Maximum Power Charge</td>
<td>$p_{\text{min}}$</td>
<td>7 kW</td>
<td></td>
</tr>
<tr>
<td>Maximum SoC</td>
<td>$\varsigma_{\text{max}}$</td>
<td>95%</td>
<td></td>
</tr>
<tr>
<td>Minimum SoC</td>
<td>$\varsigma_{\text{min}}$</td>
<td>20%</td>
<td></td>
</tr>
<tr>
<td>Maximum Battery Voltage</td>
<td>$v_{\text{max}}$</td>
<td>58.8 V</td>
<td></td>
</tr>
<tr>
<td>Minimum Battery Voltage</td>
<td>$v_{\text{min}}$</td>
<td>46.2 V</td>
<td></td>
</tr>
<tr>
<td>Maximum Current Discharge</td>
<td>$p_{\text{max}}$</td>
<td>150 A</td>
<td></td>
</tr>
<tr>
<td>Maximum Current Charge</td>
<td>$p_{\text{min}}$</td>
<td>150 A</td>
<td></td>
</tr>
<tr>
<td>Regularization Weight</td>
<td>$\Pi_1$</td>
<td>0.001 $/\text{kW}^2$</td>
<td></td>
</tr>
<tr>
<td>Slack Voltage Weight</td>
<td>$\Pi_2$</td>
<td>0.035 $/\text{V}$</td>
<td></td>
</tr>
<tr>
<td>Cubic Polynomial Fit*</td>
<td>$\alpha$</td>
<td>22.884</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>-26.339</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\gamma$</td>
<td>14.357</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta$</td>
<td>47.806</td>
<td></td>
</tr>
</tbody>
</table>

* derived from experimental analysis on a residential lithium-ion battery system
\[ v_{\text{bat}} = v_{\text{oc}} + v_1 + R_0(i_{\text{bat}}^+ + i_{\text{bat}}^-) \] (6.4.1a)

\[ Dv_1 = \frac{1}{R_1} v_1 + \frac{1}{C_1} (i_{\text{bat}}^+ + i_{\text{bat}}^-) \] (6.4.1b)

\[ v_{\text{oc}} = \alpha(\varsigma)(\varsigma - \zeta(\varsigma))^3 \]
\[ - \beta(\varsigma)(\varsigma - \zeta(\varsigma))^2 \]
\[ - \gamma(\varsigma)(\varsigma - \zeta(\varsigma)) - \delta(\varsigma) \] (6.4.1c)

where \( v_1 \in \mathbb{R}^n \) is the dynamic voltage component of the battery’s terminal voltage, \( \zeta : [0, 1] \mapsto [0, 1] \) is a piecewise constant function whose value is equal to the start of each SoC range when passed values within the range. For example, \( \zeta(0.22) = 0.19 \), and \( \zeta(0.32) = 0.263 \). This is a common approach to implementing cubic-splines that keeps coefficient magnitudes relatively low.

The extended CRM uses (6.3.1b), (6.3.1c), and (6.3.1f) through (6.3.1n) from base model. Constraint (6.3.1d) is modified to (6.4.1a) and the additional constraint (6.4.1b) is added to represent the dynamic response of battery voltage to changes in current. Note that the slack voltage is not needed this model as it is only used for simulation. Constraint (6.3.1e) is then modified to (6.4.1c) to more closely approximate the relationship between SoC and open-circuit voltage with a piecewise cubic-spline fit, as has been shown to be highly accurate [61].

The simulation timestep is 1 second, meaning that it is executed 900 times between controller time steps (with \( \Delta t = 15 \) minutes). The extended CRM is implemented in simulation using the Battery-Inverter fleet model discussed in [184]. The resulting schedules are distinguished by the tags ‘calculated’, which stands for the optimal schedules calculated using the ERM or CRM, and ‘achieved’, which stands for the results of simulating the calculated...
Table 6.4: Additional Extended CRM Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic Resistance*</td>
<td>$R_1$</td>
</tr>
<tr>
<td>Dynamic Capacitance*</td>
<td>$C_1$</td>
</tr>
<tr>
<td>Cubic Spline Fit*</td>
<td>$\alpha$, $\beta$, $\gamma$, $\delta$</td>
</tr>
<tr>
<td>0.19 ≤ $\varsigma$ ≤ 0.263</td>
<td>-59.303, 5.4337, 6.6949, 49.7</td>
</tr>
<tr>
<td>0.263 ≤ $\varsigma$ ≤ 0.340</td>
<td>-59.303, -7.6235, 6.5342, 50.197</td>
</tr>
<tr>
<td>0.340 ≤ $\varsigma$ ≤ 0.416</td>
<td>124.05, -21.32, 4.306, 50.628</td>
</tr>
<tr>
<td>0.416 ≤ $\varsigma$ ≤ 0.492</td>
<td>8.2153, 6.7098, 3.2056, 50.884</td>
</tr>
<tr>
<td>0.492 ≤ $\varsigma$ ≤ 0.568</td>
<td>3.2897, 8.5874, 4.371, 51.171</td>
</tr>
<tr>
<td>0.568 ≤ $\varsigma$ ≤ 0.643</td>
<td>242.75, 9.3355, 5.7297, 51.553</td>
</tr>
<tr>
<td>0.643 ≤ $\varsigma$ ≤ 0.720</td>
<td>-381.66, 64.069, 11.247, 52.14</td>
</tr>
<tr>
<td>0.720 ≤ $\varsigma$ ≤ 0.795</td>
<td>94.732, -24.414, 14.311, 53.215</td>
</tr>
<tr>
<td>0.795 ≤ $\varsigma$ ≤ 0.869</td>
<td>357.11, -3.0923, 12.248, 54.192</td>
</tr>
<tr>
<td>0.869 ≤ $\varsigma$ ≤ 0.95</td>
<td>357.11, 75.96, 17.625, 55.222</td>
</tr>
</tbody>
</table>

* derived from experimental analysis on a residential lithium-ion battery system

schedule using the extended CRM. The discrepancy between ‘calculated’ and ‘achieved’ schedules is a result of inaccurate parameters and unrepresented battery system characteristics in the ERM and CRM models.

6.5 Bounding the Global Minimum

The nonlinear CRM optimization problem shown in (6.3.1) is non-convex. Further, it can be shown that the Lagrangian of this problem is not pseudoconvex as defined in [185]. If it had either of these properties then we would know that any minimum found would be in the set of global minima but as it is, we cannot make this guarantee. Because of this some argue that gradient based methods such as Newton-Raphson are not viable for CRM op-
timization due to local minima in the solution space \[183\]; however, we find this not to be the case. Our contribution to the state-of-the-art is to bound the global minimum of this problem such that if we find a local minimum inside this range, we can be confident that it is, or is close to, the globally optimal solution. An upper bound to a minimization problem can be found by restricting the feasible set (adding additional constraints) while a lower bound can be calculated by expanding the feasible set (relaxing or removing constraints) \[186\].

To calculate a convex lower bound we relax the non-convex constraints to their convex hulls. First, the constraint \(6.3.1b\) is modified to the include positive and negative dc power \(6.5.1a\). We then relax the ohm’s power law constraint \(6.3.1c\) to a convex space bounded by eight affine surfaces as shown in Fig. 6.3 and represented in \(6.5.1b\) and \(6.5.1c\). To do this while maintaining feasibility we split the dc power into separate positive and negative decision variables. Finally, we relax the open-circuit-voltage constraint \(6.3.1e\) to the convex hull shown in Fig. 6.2 and represented in \(6.5.1d\). The resulting convex problem in \(6.5.1\) provides a lower bound on the global minimum of \(6.3.1\).
Figure 6.3: Convex Relaxation of Ohms Power Law (6.3.1c), split between positive and negative current.

\[
\begin{align*}
\min_{\mathbf{x}_c \in \mathbb{R}^{8n+3}} & \quad \Delta t \mathbf{c}^T(\mathbf{l} + \mathbf{p}) + \tau d + \Pi_1||\mathbf{p}||_2^2 + \Pi_2||\mathbf{v}_s||_1 \\
\text{subject to:} & \quad (6.3.1d) \text{ and } (6.3.1f) \text{ through } (6.3.1n) \text{ unchanged} \\
\text{relaxing } & \quad (6.3.1b) \quad \phi_0 \mathbf{p}^2 + \phi_1 \mathbf{p} + \phi_2 \geq \mathbf{p}_{dc}^+ + \mathbf{p}_{dc}^- \quad (6.5.1a) \\
\text{relaxing } & \quad (6.3.1c) \quad \mathbf{A}_1[i_{bat}^+, \mathbf{v}_{bat}, \mathbf{p}_{dc}^+]^T \leq \mathbf{b}_1[1]_{1 \times n} \quad (6.5.1b) \\
& \quad \mathbf{A}_2[i_{bat}^-, \mathbf{v}_{bat}, \mathbf{p}_{dc}^-]^T \leq \mathbf{b}_2[1]_{1 \times n} \quad (6.5.1c) \\
\text{relaxing } & \quad (6.3.1e) \quad \mathbf{A}_3[\mathbf{v}, \mathbf{v}_{oc}]^T \leq \mathbf{b}_3[1]_{1 \times n} \quad (6.5.1d)
\end{align*}
\]

where $\mathbf{p}_{dc}^+$ and $\mathbf{p}_{dc}^-$ are the charge and discharge dc powers respectively.

To calculate an upper bound we restrict battery terminal voltage to a constant ($\mathbf{v}_{bat} = \mathbf{v}_{ocmin}$). The slack voltage allows the battery equivalent circuit
(6.5.2b) to become non-binding, thereby making the fixed voltage restriction feasible. To efficiently calculate the global minimum of the upper bound we use a piecewise linear approximation of the open circuit-voltage function, as shown in (6.5.2c) through (6.5.2j). This approximation makes the upper bound a mixed-integer nonlinear program (MINLP) with a convex objective and convex constraint functions, for which there exist effective exact solution algorithms [186]. Given that the approximation embodied in the piecewise linearization is fairly accurate, we expect that the resulting solution will be a useful upper bound to the original, non-convex problem.

$$\min_{\mathbf{x}_c \in \mathbb{R}^{8n+3}} \Delta t \mathbf{c}^T (\mathbf{l} + \mathbf{p}) + \tau d + \Pi_1 \| \mathbf{p} \|^2 + \Pi_2 \| \mathbf{v}_s \|^1$$

subject to: 

restricting (6.3.1b) and (6.3.1f) through (6.3.1n) unchanged

restricting (6.3.1c) \( \mathbf{p}_{dc} = (i_{bat}^+ + i_{bat}^-)v_{ocmin} \) (6.5.2a)

restricting (6.3.1d) \( v_{ocmin}[1] = v_{oc[1:n]} + R_0(i_{bat}^+ + i_{bat}^-) + \mathbf{v}_s \) (6.5.2b)

approx. (6.3.1e) \( v_{oc} = v_{ocmin}[1] + \nu_1 + \nu_2 + \nu_3 + \nu_4 + \nu_5 \) (6.5.2c)

\( \varsigma = \varsigma_{min}[1] + \varsigma_1 + \varsigma_2 + \varsigma_3 + \varsigma_4 + \varsigma_5 \) (6.5.2d)

\( [\nu_1, \nu_2, \nu_3, \nu_4, \nu_5]^T = A_4[\varsigma_1, \varsigma_2, \varsigma_3, \varsigma_4, \varsigma_5]^T \) (6.5.2e)
where \( \nu_1, \nu_2, \nu_3, \nu_4, \nu_5 \in \mathbb{R}_+^n \) are the linear segment voltages, \( s_1, s_2, s_3, s_4, s_5 \in \mathbb{R}_+^n \) are the linear segment states-of-charge, \( w_1, w_2, w_3, w_4 \in \{0, 1\}^n \) are Boolean variables that ensure that the segments maintain correct ordering.

With these bounds and properties established, we can use an off-the-shelf primal-dual, interior-point method to solve the optimal control problem using the CRM. The freely downloadable modeling language Pyomo \([74, 75]\) and nonlinear solver Ipopt \([76]\) are used to implement this algorithm efficiently. The nonlinear solver Gurobi is used for calculation of the upper bound as it is able to efficiently work with integer variables \([187]\).

### 6.6 Reducing Control Sensitivity to Uncertainty

Parameters such as capacity are functions of many physical mechanisms we do not consider in the model. To consider this uncertainty, we break capacity \( C_{\text{cap}} \) into its mean value and a random component as shown in (6.6.1).

\[
(C_{\text{cap}} + \tilde{C}_{\text{cap}}) Ds = \eta_b i^+_\text{bat} + i^-_{\text{bat}}
\]

(6.6.1)

where \( \tilde{C}_{\text{cap}} \sim \mathcal{N}(\mu = 0, \sigma = 2.6\text{Ah}) \) is the random component of the battery’s capacity, assumed to be a zero-mean, normal distribution.

\(^2\)The uncertainty of coulombic efficiency and internal resistance parameters are also listed in Table 6.3. The effects of these uncertainties is negligible for the example application when compared to the capacity.
### Table 6.5: Convex Relaxation and Approximation Parameters

**Ohm’s Power Law Relaxation**

<table>
<thead>
<tr>
<th>$A_1$</th>
<th>$b_1$</th>
</tr>
</thead>
</table>
| \[
\begin{bmatrix}
0.0462 & 0.15 & -1.0 \\
0.0588 & 0 & -1.0 \\
0.0462 & 0 & -1.0 \\
0.0588 & 0.15 & -1.0 \\
0.0462 & 0 & -1.0 \\
0.0588 & 0 & -1.0 \\
0.0462 & 0.15 & -1.0 \\
0.0462 & 0 & -1.0 \\
\end{bmatrix}
\] | \[
\begin{bmatrix}
6.93 \\
0 \\
0 \\
8.82 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\] |

**Open Circuit Voltage Relaxation**

<table>
<thead>
<tr>
<th>$A_2$</th>
<th>$b_2$</th>
</tr>
</thead>
</table>
| \[
\begin{bmatrix}
4.900 & -1.0 \\
5.796 & -1.0 \\
7.741 & -1.0 \\
10.479 & -1.0 \\
14.009 & -1.0 \\
18.333 & -1.0 \\
23.450 & -1.0 \\
-9.941 & 1.0 \\
\end{bmatrix}
\] | \[
\begin{bmatrix}
-48.809 \\
-48.366 \\
-47.258 \\
-45.489 \\
-42.940 \\
-39.490 \\
-35.0178 \\
47.851 \\
\end{bmatrix}
\] |

**Open Circuit Voltage Piecewise Linear Approximation**

<table>
<thead>
<tr>
<th>$A_4$</th>
</tr>
</thead>
</table>
| \[
\begin{bmatrix}
5.3350 & 4.4656 & 6.7686 & 12.2438 & 20.8913 \\
\end{bmatrix}
\] |

$v_{ocmin} = 49.74\ \text{V}$

$s_{min} = 19\%$

$s_{seg} = 15.2\%$
Price arbitrage has symmetric risk, meaning that overestimating capacity is just as bad as underestimating capacity. Peak demand charge management, in contrast, has asymmetric risk, in that the down-side of overestimating capacity is larger in magnitude than the down-side of underestimating capacity. Because of asymmetric risk, we expect a risk-neutral controller to have a skewed performance distribution as shown in Fig. 6.4. We modify the proposed controller to consider asymmetric risk. The value-at-risk constraint needed for this modification is shown in (6.6.2).

\[
\hat{C}_{\text{cap}} = \min_{C_{\text{cap}} \in \mathbb{R}} \{P(\hat{C}_{\text{cap}} \leq C_{\text{cap}}) \geq 0.13\% \} \tag{6.6.2}
\]

where \( \hat{C}_{\text{cap}} \) is the value-at-risk capacity, and \( P \) is the probability function. Because of our assumption that the capacity has a normal distribution, calculating the value-at-risk is trivial in that we can use lookup tables to determine how many standard deviations from the mean will yield a risk of 0.13% (-3\( \sigma \) from the table supplied in \[188\] ). By using \( \hat{C}_{\text{cap}} = 135.2 \text{ Ah} - 3 \times 2.6 \text{ Ah} = 127.4 \text{ Ah} \), we design the controller to consistently underestimate the battery’s capacity, thereby making its control decisions robust to fluctuations in capacity. Due to this modification, we expect that a risk-averse controller will have performance distribution with reduced downside risk, in exchange for slightly reduced average performance, as illustrated in Fig. 6.4.

As described above some services have asymmetric risk of overestimating or underestimating capacity. The degree of this asymmetry corresponds to the potential advantage of risk-averse control. For example: backup power for a critical load has an extreme imbalance in cost between not having sufficient energy and having more than enough energy. Because of this, the intuitive risk-averse control solution is to maintain full charge at all times.
Additionally, the accuracy and precision of the BESS model is important to consider as illustrated in Fig. 6.5. Model accuracy refers to how close the mean estimated capacity parameter is to the capacity expressed during the control horizon (in our case, the extended CRM used in simulation). Precision is a measure of how consistent the BESS capacity is in this application. If the model consistently underestimates or overestimates available energy, low accuracy with high precision, then the marginal benefit of risk-averse control will be negligible. If the model has high accuracy and precision then there is only a small margin for improvement. For controllers with low accuracy and precision, performance consistency comes at a large cost in average performance. It is the case where the BESS model has high accuracy, and relatively low precision where risk-averse control is most useful because it is able to hedge decisions for uncertainties in performance. Such controllers can achieve consistency with only a small sacrifice in average performance.

To assess the sensitivity of the proposed controller to off normal circumstances we use the optimistic shortfall. Optimistic shortfall is the difference between expected controller performance and achieved controller performance, which in our case is the total bill achieved minus the calculated optimal bill. In
Fig. 6.4 the risk-neutral controller would have significant optimistic shortfall in the ‘extreme case’ ($\tilde{C}_{cap} = -3\sigma$), whereas the risk-averse controller would have low optimistic shortfall throughout the normal range of battery capacity.

6.7 Results

This section explains the results of simulated control action calculated using the ERM, CRM, and Risk-Averse (RA) CRM as discussed above, applied to the extended CRM model of the BESS as a pseudo-empirical analysis of controller performance and sensitivity to parameter uncertainty. Open-loop control is assessed first to provide a baseline controller performance and a clear picture of the effect that uncertainty has on control. The closed-loop, model predictive controllers are then assessed for their ability to reduce the effects of uncertainty under normal operations and reduce optimistic shortfall. The effects of extreme case parameters are then analyzed to illustrate that risk-averse control design is needed to make the controller robust to the normal variations in system performance. Last, the performance of the proposed risk-averse controller is analyzed. A summary of the customer bill, % savings, and optimistic shortfall under each simulation scenario is shown in Table 6.6.
Table 6.6: Summary of Results from Simulated Control Scenarios

<table>
<thead>
<tr>
<th>Controller Scenario</th>
<th>Sim-Model*</th>
<th>Total Bill</th>
<th>% Savings</th>
<th>Optimistic Shortfall**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>–</td>
<td>$310.88</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>ERM OL Cal</td>
<td>–</td>
<td>$274.91</td>
<td>11.6%</td>
<td>–</td>
</tr>
<tr>
<td>ERM OL Ach</td>
<td>mean</td>
<td>$273.93</td>
<td>11.9%</td>
<td>-$0.98</td>
</tr>
<tr>
<td>ERM CL Ach</td>
<td>mean</td>
<td>$273.56</td>
<td>12.0%</td>
<td>-$1.35</td>
</tr>
<tr>
<td>ERM CL Ach</td>
<td>extreme</td>
<td>$273.69</td>
<td>12.0%</td>
<td>-$1.22</td>
</tr>
<tr>
<td>–upper bound</td>
<td>–</td>
<td>$272.72</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>CRM OL Cal</td>
<td>–</td>
<td>$269.55</td>
<td>13.3%</td>
<td>–</td>
</tr>
<tr>
<td>–lower bound</td>
<td>–</td>
<td>$228.89</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>CRM OL Ach</td>
<td>mean</td>
<td>$274.98</td>
<td>11.5%</td>
<td>$5.43</td>
</tr>
<tr>
<td>CRM CL Ach</td>
<td>mean</td>
<td>$269.55</td>
<td>13.3%</td>
<td>$0.00</td>
</tr>
<tr>
<td>CRM CL Ach</td>
<td>extreme</td>
<td>$292.53</td>
<td>5.9%</td>
<td>$22.98</td>
</tr>
<tr>
<td>–upper bound</td>
<td>–</td>
<td>$274.21</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>RA CRM OL Cal</td>
<td>–</td>
<td>$271.22</td>
<td>12.8%</td>
<td>–</td>
</tr>
<tr>
<td>–lower bound</td>
<td>–</td>
<td>$235.35</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>RA CRM OL Ach</td>
<td>mean</td>
<td>$271.17</td>
<td>12.8%</td>
<td>-$0.05</td>
</tr>
<tr>
<td>RA CRM CL Ach</td>
<td>mean</td>
<td>$271.08</td>
<td>12.8%</td>
<td>-$0.14</td>
</tr>
<tr>
<td>RA CRM CL Ach</td>
<td>extreme</td>
<td>$271.21</td>
<td>12.8%</td>
<td>-$0.01</td>
</tr>
</tbody>
</table>

✓ denotes that the solution to the non-convex problem satisfies the bound
* The extended CRM is used to simulate the BESS being controlled. It’s parameters are selected to represent average behavior ‘mean’, or ‘extreme case’ lower than normal available energy as described in Section 6.6
** Optimistic Shortfall compares the bill achieved by applying control action to the simulated BESS to the open-loop calculated bill from each controller Cal - calculated, Ach - achieved, OL - open-loop, CL - closed-loop, RA - risk-averse
6.7.1 Open-Loop Control

The optimal ‘calculated’ schedules, along with the ‘achieved’ schedules, for the customer using the ERM and CRM in open-loop are shown in Fig. 6.6. The resulting net load curves for their control schedules are shown in Fig. 6.7 and 6.8. While the ERM is clearly more computationally efficient than the CRM, optimal schedules can be calculated using either model in just a few seconds on a mid-range laptop (hardware used for this study: i7-7600U CPU at 2.8 GHz) meaning either approach could be used for on-board control.

For the customer introduced in the introduction to this chapter, the baseline cost of electrical service is $311 (61 energy, 250 peak demand). The schedule calculated using the ERM reduces this by 11.6% to $275. The schedule calculated using the CRM reduces the cost of electrical service by 13.3% to $270. These bill reductions come primarily from the BESS reducing the peak electrical load by 14.38% (ERM) and 16.0% (CRM) respectively. As this bill falls between the calculated upper and lower bounds on the global minimum, we are confident that the minimum calculated is, or is close to, the global. While a $5 improvement in savings over the ERM does not sound significant in absolute terms, it is important to remember the scale of power systems. With approximately 5 million commercial customers in the U.S. currently eligible for tariffs with a demand charge rate of at least $15/kW [31], a 14.7% improvement in cost savings, over the ERM, from a simple change in software would have a significant impact. Note that a IEEE 1547-2018 compliant inverter would be able support local grid voltage with volt-var [177], or the voltage smoothing method described in Chapter 8, while applying this control schedule.

While the CRM more accurately forecasts SoC, in this case, improved
accuracy makes the CRM more susceptible than the ERM to overestimating future SoC and hence not being able to supply sufficient energy during the critical peak. This phenomena is illustrated in Fig. 6.8 where the achieved net load, derived by simulating the extended CRM using the calculated power schedule, has a peak significantly higher than the calculated net load. The gap between calculated and achieved net load schedules comes from the BESS being unable to supply sufficient energy to shave the complete peak, needing to curtail its discharge prematurely. This gap creates a large optimistic shortfall, where the achieved bill is $5.43 higher than the calculated bill. We demonstrate in the next section that this optimistic shortfall can be mostly eliminated with closed loop control.

6.7.2 Closed-Loop control

Closed-loop control recalculates the optimal schedule at each time step. The net loads achieved by both closed-loop ERM and CRM based controllers are shown in Fig. 6.9. When implemented on the ERM, closed-loop control generates a small negative optimistic shortfall (optimistic surplus). This is because, as it starts to shave the peak load at a level based on its underestimation of capacity, the SoC is updated and the controller has more energy to work with than expected. It then applies this excess energy to a discharge during the window of peak ToU price that is coincident with peak load. The CRM based model predictive controller reduces the optimistic shortfall from $5.43 (open-loop, see Fig. 6.8) to $0.00 (closed-loop). This is a result of the open-loop controller not supplying sufficient charge to reach $\varsigma_{\text{max}}$ before the beginning of the peak. The closed-loop controller is able to adjust for the insufficient charge and have enough energy to shave the peak completely.
Figure 6.6: Optimal SoC schedules calculated and achieved in open-loop control from ERM (top), and CRM (bottom)

Figure 6.7: Optimal customer net-load results for the ERM in open-loop

Figure 6.8: Optimal customer net-load results for the CRM in open-loop
6.7.3 Risk-Averse Closed-Loop Control

The physical parameters of a BESS vary under normal operation and these variations can have a large impact on the optimistic shortfall of a controller. Fig. 6.10 shows the sensitivity of the total bill achieved by the CRM and RA CRM due to variations in capacity. When the battery’s capacity is at its mean value and above ($\mu$, $+1\sigma$, $+2\sigma$, and $+3\sigma$), the risk-neutral CRM has a slight performance advantage. However, when the battery’s capacity is below expectations ($-1\sigma$, $-2\sigma$, and $-3\sigma$), the risk-neutral CRM’s performance drops off, producing an optimistic shortfall up to $\$22.98$ in the ‘extreme case’ at $\hat{C}_{\text{cap}} = -3\sigma$, while the performance of the risk-averse controller does not decline. In terms of peak net load reduction, the risk-neutral controller is only 50% confident it will reduce the peak by 16.0%, but it has a roughly one in six chance it will reduce the peak less than 14%. In contrast, the risk-averse controller is 99.87% confident that it can reduce the peak by 15.4%. This achieves the goal of making the controller more robust to battery model uncertainty.
Figure 6.10: Control performance sensitivity of the risk-neutral and risk-averse CRM based model predictive controllers (compare to the ideal in Fig. 6.4). Probability refers to the likelihood that the capacity is less than the signified value. When total bills resulting from different capacity values are very close (within 25¢), their probabilities are added, and the total bill is averaged.

6.8 Summary

In this chapter we develop and demonstrate an advanced methodology for designing BESS controllers under ToU price arbitrage and peak demand charge management applications. A state-of-the-art ERM is used as the baseline for control performance comparison. The proposed CRM based model predictive controller outperforms the ERM based controller by achieving a lower total electric bill when pseudo-empirically applied in an example scenario. Because peak load management has asymmetric risk for overestimating available energy, we then shape the uncertainty of the CRM to consistently underestimate capacity. This risk-averse CRM yields better controller performance than the ERM and is more robust to variations in BESS performance than the CRM. This methodology for designing BESS controllers can be applied in a broad range of energy storage applications, wherever the risk profile of a scheduled service is asymmetric. Incremental improvements in controller performance can reduce the cost of deploying storage to make the grid more efficient and resilient.
Chapter 7

Optimal Field Voltage and Energy Storage Control for Stabilizing Synchronous Generators on Flexible AC Transmission Systems

Power systems can become unstable under transient periods such as short-circuit faults, leading to equipment damage and large scale blackouts. Power system stabilizers (PSS) can be designed to improve the stability of generators by quickly regulating the exciter field voltage to damp the swings of generator rotor angle and speed. The stability achieved through exciter field voltage control can be further improved with a relatively small, fast responding energy storage system (ESS) connected at the terminals of the generator that enables electrical power damping. PSS are designed and studied using a single-machine infinite-bus (SMIB) model. In this chapter, we present a comprehensive optimal-control design for a flexible ac synchronous generator PSS using both exciter field voltage and ESS control including estimation of
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unmeasurable states. The controller is designed to minimize disturbances in rotor frequency and angle, and thereby improve stability. The design process is based on a linear quadratic regulator of the SMIB model with a test system linearized about different operating frequencies in the range 10 Hz to 60 Hz. The optimal performance of the PSS is demonstrated along with the resulting stability improvement.

**Contributions** of this chapter were identified as follows: (minor) designed and demonstrated an advanced controller that is able to optimally stabilize a synchronous generator, over a range of frequencies, using both field voltage and a co-located energy storage system.

### 7.1 Introduction

Dynamic response in power systems can become unstable, leading to equipment damage and large scale blackouts. Power system stabilizers (PSS) improve the dynamic response of generators by modulating the exciter field voltage. The exciter field in a generator links the mechanical power of the rotor to the electrical power transmitted and used by the grid. AYbus PSS takes measurements of the system states, including the rotor speed, rotor angle, and field voltage of the generator, and calculates a control signal for the reference field voltage that improves the stability of the generator. PSS implementation allows generators to operate at higher power output, over longer, weaker transmission lines, thereby improving the profitability of the capital investment.

Two strategies are employed in this chapter to further improve generator dynamic stability: low-frequency power transmission and energy storage power damping. Low-frequency high-voltage ac (LF-HVac) transmission has
recently been proposed as an alternative solution to conventional 60-Hz HVac and the high-voltage direct-current (HVdc) approaches for bulk power transfer. LF-HVac transmission not only retains the ability of using existing ac devices, reliable protection schemes, and multi-terminal structure from the 60-Hz HVac but also provide better voltage regulation and system stability [189]. In addition, LF-HVac approximates the high power transfer capability of HVdc transmission if the operating frequency is sufficiently low [190]. Energy storage systems (ESS) can also be used to improve the performance of PSS and further stabilize the grid. An ESS co-located with a generator enables additional control over the power transferred to the grid and modulating its power can improve the dynamic response of the system [191].

This chapter investigates the intersection of both of these strategies, along with modern control for PSS, to evaluate the improvement of system stability when they are employed together. The closed-loop optimal design includes a linear quadratic regulator (LQR) [165] and a reduced order observer to account for the difficulty in measuring states such as the quadrature transient terminal voltage of the generator. The proposed analysis can be extended to multi-machine systems.

In the remainder of this chapter, Section II describes the structure of the system under consideration and its state space model. Section III elaborates on the design of the optimal closed-loop controller as well as the reduced-order observer for the PSS. The simulation results and discussion on system responses under various operating conditions are in Section IV. Section V completes the chapter with a conclusion.
7.2 System Modeling

In [192] a PSS is designed using a simple model of a single machine oscillating with an infinite bus (SMIB). The PSS, with ESS enhancement, is designed and studied through a modified SMIB model in Fig. 7.1. This model uses an ideal bus, defined to have constant voltage $V_{\text{inf}}$ at angle $0^\circ$, to represent the grid. Connected to this bus, by way of a transmission line, is a generator with scalar terminal voltage $V_1$ at angle $\theta$. The internal voltage leads the voltage at the infinite bus by the angle $\delta$. For simplicity of designing optimal controllers, generator parameters such as voltage and current are translated from the three-phase sinusoidal $abc$ frame into the synchronously rotating frame with direct and quadrature components.

The following notation is used throughout this chapter:
\( \Delta E_q' \) perturbed quadrature-axis transient voltage of the generator,
\( \Delta \delta \) perturbed rotor angle,
\( \Delta \omega \) normalized perturbed rotor angular velocity;
\( \Delta E_{fd} \) d-axis component of the perturbed field voltage in the excitation coil,
\( \Delta P_{ess} \) perturbed power supplied (+) or absorbed (-) by the ESS,
\( K_A, T_A \) machine amplifier gain and time constant,
\( T_M \) mechanical torque applied to the shaft,
\( T_{do}' \) direct-axis open-circuit transient time constant of the generator,
\( V_{ref} \) reference steady-state value of terminal voltage,
\( P_{ref} \) reference steady-state value of ESS power,
\( H, D \) shaft inertia and damping of the generator.

### 7.2.1 SMIB Model Equations

The model of SMIB system includes machine differential equations, stator equations, network equations, and ESS equations. In the machine model, the exciter coils generate the magnetic field that enables the spinning rotor to produce electrical voltage on the stator coils. These electromagnetic dynamics are represented in (7.2.1). The limits placed on \( E_{fd} \) represent safety restrictions on the field voltage and are strictly imposed. The stator equations (7.2.2) govern how energy in the rotor is transferred from and to the stator, while the network equations (7.2.3) represent the power transfer across the transmission line between the generator and the infinite bus. The first order response dynamics, energy function, and power limits of the ESS are shown in...
This adaptation of the ESS model from \[193\] ignores reactive power, auxiliary power, and the dynamic converter model. ESS energy limits are an output of simulation to be used as design requirements for a practical ESS, and charge/discharge power limits are held constant and is strictly imposed in simulation to explore the effect of ESS power saturation on the controller’s performance.

Machine equations \[192\]:

\[
\begin{align*}
\dot{\delta} &= \Delta \omega_{pu} \omega_s, \\
\dot{\omega}_{pu} &= \frac{1}{2H} \left[ T_M - (E'_q I_q + (X_d - X'_d)I_d I_q + D \Delta \omega_{pu}) \right], \\
\dot{E}'_q &= \frac{1}{T_{do}} (-E'_q - (X_d - X'_d)I_d + E_{fd}), \\
E_{fd,min} &\leq E_{fd} \leq E_{fd,max}.
\end{align*}
\]  
\((7.2.1)\)

Stator equations \[192\]:

\[
\begin{align*}
X_q I_q - V_d &= 0, \\
E'_q - V_q - X'_q I_q &= 0.
\end{align*}
\]  
\((7.2.2)\)

Network equations \[192\]:

\[
\begin{align*}
R_e I_d - X_e I_q &= V_d - V_{inf} \sin \delta, \\
X_e I_d + R_e I_q &= V_q - V_{inf} \cos \delta.
\end{align*}
\]  
\((7.2.3)\)

Energy storage equations \[193\]:

\[
\begin{align*}
P_{ess} &= \frac{P_{ref}}{1 + s T_{ess}}, \\
\dot{E}_{ess} &= P_{ess}, \\
P_{ess,min} &\leq P_{ess} \leq P_{ess,max}.
\end{align*}
\]  
\((7.2.4)\)
Figure 7.2: Block diagram representing the system shown in Fig 7.1.
7.2.2 State Space Model

Based on (7.2.1) - (7.2.4), the linearized state-space model of the SMIB is shown in (7.2.5) and (7.2.6), where $K_1$-$K_6$ are given from [192] and new coefficients $K_p$, $K_q$, and $K_v$ are given in [191]. The values of these coefficients depends on the reactances $X_q$, $X_d$, $X'_d$, and $X_e$ as well as the shaft inertial constant $H$. While the reactances are each proportional to the operating frequency, $H$ is proportional to the operating frequency squared [192]. The block diagram of the system is shown in Fig. 7.2, which is the combination of the classical PSS model and the integrated ESS model. In addition to the only control input $\Delta V_{\text{ref}}$ in the classical SMIB model, (7.2.5) has another control input $\Delta P_{\text{ref}}$, which represents the control signal sent to the ESS. The saturation limits on the field voltage $E_{fd}$ and ESS power $P_{ess}$ are imposed.

The state space output $z$ is a $4 \times 1$ vector that represents the four measurable states. As $\Delta E'_q$ is assumed to be unmeasurable in this design, the first column of the $C$ matrix is zeros.

\[
\begin{bmatrix}
\Delta \dot{E}'_q \\
\Delta \dot{\delta} \\
\Delta \dot{\omega} \\
\Delta \dot{E}_{fd} \\
\Delta \dot{P}_{ess}
\end{bmatrix} = \begin{bmatrix}
\frac{-1}{K_3 T_d o} & \frac{K_4}{T_d o} & 0 & \frac{1}{T_d o} & \frac{K_q}{T_d o} \\
0 & 0 & \omega_s & 0 & 0 \\
-\frac{K_2}{2H} & -\frac{K_1}{2H} & -\frac{D\omega_s}{2H} & 0 & \frac{K_p}{2H} \\
-\frac{K_A K_6}{T_A} & -\frac{K_A K_5}{T_A} & 0 & -\frac{1}{T_A} & -\frac{K_A K_3}{T_A} \\
0 & 0 & 0 & 0 & -\frac{1}{T_{ess}}
\end{bmatrix} \begin{bmatrix}
\Delta E'_q \\
\Delta \delta \\
\Delta \omega \\
\Delta E_{fd} \\
\Delta P_{ess}
\end{bmatrix} + \begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
\frac{K_A}{T_A} & 0 \\
0 & \frac{1}{T_{ess}}
\end{bmatrix} \begin{bmatrix}
\Delta V_{\text{ref}} \\
\Delta P_{\text{ref}}
\end{bmatrix}, \quad (7.2.5)
\]
7.3 Optimal Controller Design

7.3.1 The LQR Optimal Controller

A closed-loop controller is designed to improve the stability of the SMIB systems by changing the eigenvalues of the open-loop system to desired values. This controller is designed to minimize a performance index, which is chosen based on the specific requirements of the system and its application. In this chapter, the performance index in (7.3.1) is defined to minimize the disturbances in rotor frequency $\Delta \omega$ and angle $\Delta \delta$ as well as the control inputs $\Delta V_{ref}$ and $\Delta P_{ref}$:

\[ L = \frac{1}{2} \int_0^\infty \left[ (\Delta \delta)^2 + (\Delta \omega)^2 + r_1 (\Delta V_{ref})^2 + r_2 (\Delta P_{ref})^2 \right] dt \]  

(7.3.1)

Positive definite weights $r_1$ and $r_2$ are applied to the input variables which enable adjustment of their relative and absolute utilization by the controller. The optimal control $u^*$ which minimizes (7.3.1) is determined as follows [165]:

\[ u^* = -Kx, \]

\[ K = R^{-1}B^T \mathbf{S}^*, \]  

(7.3.2)

where:

\[ R = \begin{bmatrix} r_1 & 0 \\ 0 & r_2 \end{bmatrix}, \]  

(7.3.3)

\[ z = Cx = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \Delta E'_q \\ \Delta \delta \\ \Delta \omega \\ \Delta E_{fd} \\ \Delta P_{ess} \end{bmatrix}. \]  

(7.2.6)
and $S^*$ is the steady-state solution of the matrix Ricatti equation, which is defined as follows [165]:

$$
\dot{S} = -SA - A^T S - Q + SBR^{-1}B^T S = 0.
$$

(7.3.4)

With this optimal control, the closed-loop eigenvalues are calculated as follows:

$$
|\lambda I - (A - BK)| = 0.
$$

(7.3.5)

### 7.3.2 Reduced Order Observer Design

In practice, measuring the quadrature transient terminal voltage of the generator is not trivial. Therefore, in this design, it is assumed that $\Delta E'_q$ is unmeasurable in that there is no sensor that is able to feed data to a controller. Therefore, $\Delta E'_q$ needs to be estimated based on the measurements of the other states along with the system state equations in (7.2.5) and (7.2.6).

A reduced order observer used to estimate the value of $\Delta E'_q$ is designed as follows. Let the observer $\varphi = \Delta E'_q$ be a linear combination of system states that is unmeasurable and independent of the measurements $z$:

$$
\varphi = Tx \Rightarrow \dot{\varphi} = \dot{Tx} = TAx + TBu
$$

(7.3.6)

where $T = [t_1 t_2 t_3 t_4 t_5]$ is unknown and $[T \ C]^T$ is nonsingular. From (7.2.6) and (7.3.6), the system states can be determined as follows:

$$
x = \begin{bmatrix} T \\ C \end{bmatrix}^{-1} \begin{bmatrix} \varphi \\ z \end{bmatrix} = \begin{bmatrix} S_1 & S_2 \end{bmatrix} \begin{bmatrix} \varphi \\ z \end{bmatrix} = S_1 \varphi + S_2 z.
$$

(7.3.7)

Substituting (7.3.7) into (7.3.6) yields:

$$
\dot{\varphi} = \dot{Tx} = TAS_1 \varphi + TAS_2 z + TBu
$$

(7.3.8)
Let $\hat{\phi}$ and $\hat{x}$ are the estimated values of $\phi$ and the system states. From (7.3.7) and (7.3.8), their estimation errors $\tilde{\phi}$ and $\tilde{x}$ satisfy the following equations:

$$
\dot{\tilde{\phi}} = \dot{\phi} - \dot{\hat{\phi}} = TAS_1(\phi - \hat{\phi}) = TAS_1 \tilde{\phi},
$$

(7.3.9)

and:

$$
\dot{\tilde{x}} = S_1 \dot{\phi} = S_1 TAS_1 \tilde{\phi} = S_1 TA \tilde{x} = (I - S_1 C) A \tilde{x}
$$

(7.3.10)

The coefficient matrix $(I - S_1 C) A$ has the following non-zero eigenvalue:

$$
\lambda_{obs} = \frac{1}{K_3 T_{do}'} - \frac{t_3 K_2}{t_1 2H} - \frac{t_4 K_A K_6}{t_1 T_A}.
$$

(7.3.11)

In order to guarantee system stability when the observer is implemented, the eigenvalue in (7.3.11) is chosen to be much faster than the eigenvalues of the closed-loop system obtained in the previous section.

7.4 Simulation Results

This section shows the response of a test system, as shown in Fig. 7.1, without and with the designed optimal controllers described in Section III. The effect of the operating frequency on the response of the system under disturbances is also included. The remainder of this section addresses the effect of weighting factors in the performance index on the system response.

The parameters of the test system at 60 Hz are $T'_{do} = 9.6$ sec, $K_A = 400$, $D = 0$, $X_q = 2.1$ p.u, $X_d = 2.5$ p.u, $X'_d = 0.39$ p.u, $H = 3.2$, $T_A = 0.2$ sec, and $T_{ess} = 0.01667$ sec, $R_e = 0$, $X_e = 0.5$, $V_i = 1$ p.u, $\theta_i = 15^\circ$, $V_\infty = 1.05$ p.u, $\theta_\infty = 0^\circ$ [192]. These values are consistent with a high-speed water wheel or non-condensing turbine generator with a 100 MVA rating. The state limits are $E_{fd,min} = -0.5$ p.u, $E_{fd,max} = 0.5$ p.u, $P_{ess,min} = -0.1$ p.u, and $P_{ess,max} = 0.1$ p.u.
7.4.1 The Open-Loop System Response

At a frequency of 60 Hz the open-loop eigenvalues of the system without any closed-loop controllers are:

\[
\lambda_1 = -60, \lambda_{2,3} = -2.588 \pm j8.502, \lambda_{4,5} = -0.087 \pm j7.114.
\]

The eigenvalues of the open-loop system have negative real parts; therefore, the system is stable. However, \(\lambda_4\) and \(\lambda_5\) are close to zero, which means that the system might become unstable under large disturbances. \(\lambda_1\) is the eigenvalue of the ESS controller. Table 7.1 shows the settling times for the open-loop system from 60 Hz to 10 Hz. Settling time is measured as the time it takes for the states to enter and remain in a 2% error band. Reducing the operating frequency from 60 Hz to 40 Hz results in shorter settling times. Settling time then increases at 30 Hz and becomes unstable below 20 Hz.

### Table 7.1: Open-loop settling time performance

<table>
<thead>
<tr>
<th>State (\Delta\delta) (sec.)</th>
<th>60 Hz</th>
<th>50 Hz</th>
<th>40 Hz</th>
<th>30 Hz</th>
<th>20 Hz</th>
<th>10 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta\omega) (sec.)</td>
<td>63.3655</td>
<td>17.0457</td>
<td>15.8578</td>
<td>35.4401</td>
<td>(\infty)</td>
<td>(\infty)</td>
</tr>
</tbody>
</table>

7.4.2 The Closed-Loop System Response

The rotor speed is assumed to have an initial disturbance of 0.12 Hz. The weighting factors of the input controls \(\Delta V_{ref}\) and \(\Delta P_{ref}\) in (7.3.1) are chosen to be \(r_1 = 1\) and \(r_2 = 0.01\), respectively. With the closed-loop optimal
Since these eigenvalues are pushed further from the imaginary axis, the stability of the system is improved.

The reduced order observer described in Section III.B is determined by first choosing $t_2 = t_5 = 0$ and $t_3 = t_4 = 1$, and then solving for $t_1$ using (7.3.11). With the eigenvalue of the observer being $\lambda_{\text{obs}} = -300$, the performance of the observer when the operating frequency is 60 Hz is shown in Fig. 7.3. The initial error between the actual and estimated values of the quadrature transient terminal voltage of the generator becomes zero shortly after 0.1 seconds.

With the designed reduced order observer, the response of the states and the optimal input controls to the initial rotor speed disturbance of 0.12 Hz at different operating frequencies is shown in Fig. 7.4. The optimal control is
Figure 7.4: The response of states at each frequency of interest.

Figure 7.5: Optimal controls.
Table 7.2: Closed-loop settling time performance

<table>
<thead>
<tr>
<th>State</th>
<th>60 Hz</th>
<th>50 Hz</th>
<th>40 Hz</th>
<th>30 Hz</th>
<th>20 Hz</th>
<th>10 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \delta (sec.)$</td>
<td>0.8755</td>
<td>0.7724</td>
<td>0.6608</td>
<td>0.6490</td>
<td>0.5130</td>
<td>0.3395</td>
</tr>
<tr>
<td>$\Delta \omega (sec.)$</td>
<td>0.9214</td>
<td>0.8188</td>
<td>0.7095</td>
<td>0.5875</td>
<td>0.5371</td>
<td>0.3581</td>
</tr>
</tbody>
</table>

shown in Fig. 7.5 where a lower input control is needed at a lower frequency. Table 7.2 shows the improved settling time response of the rotor speed and angles. Compared to the open-loop response, the closed-loop controller improves the settling time by more than a factor of 60 at 60 Hz. It is also able to stabilize the system at operating frequencies lower than 20 Hz while continuing to improve the settling time.

Fig. 7.6 shows the energy required from the ESS at different operating frequencies to suppress the oscillations in rotor speed. At 60 Hz, the ESS has a peak change in energy of 0.0119 p.u power seconds. This would mean that a 100 MVA generator at 60 Hz would require 1.19 MW-seconds (19.8 kWh) of energy supplied/absorbed from storage to achieve this performance. Lower frequencies require less energy reserves to supply the desired damping. The same generator operating at 10 Hz would only require 230 kW-seconds (3.83 kWh) of energy to achieve this performance.

7.4.3 The Effect of Weighting Factors in the Performance Index

This section shows the effects of adjusting the input weighting factors in the LQR performance index (7.3.1). Fig. 7.7 shows the response of rotor speed and angle when the weighting factor $r_2$ of $\Delta P_{ref}$ increases from 0.01 as in the previous studies to 0.5, and then to $\infty$. $r_2 = \infty$ represents the case
where the ESS is not utilized as any non-zero input to $\Delta P_{\text{ref}}$ would drive the performance index to $\infty$. The coefficients of the other components are kept constant, and the operating frequency is 60 Hz. Practically, this allows designers to adjust the requirements of the energy storage system to reach a stability performance target. Reducing $r_2$ results in a higher deployment the ESS, which improves the stability performance of the system. Table 7.3 shows the settling time as $r_2$ in (7.3.1). When compared to the case where energy storage is not used $r_2 = \infty$, settling time is more than cut in half when $r_2 = 0.5$ and halved again when $r_2 = 0.01$. 

Table 7.3: Settling time performance with reduced ESS control action

<table>
<thead>
<tr>
<th>State</th>
<th>$r_2 = 0.01$</th>
<th>$r_2 = 0.5$</th>
<th>$r_2 = \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \delta (\text{sec.})$</td>
<td>0.8755</td>
<td>1.9639</td>
<td>5.2233</td>
</tr>
<tr>
<td>$\Delta \omega (\text{sec.})$</td>
<td>0.9214</td>
<td>1.8569</td>
<td>5.3269</td>
</tr>
</tbody>
</table>

Figure 7.6: Energy storage response

Table 7.3: Settling time performance with reduced ESS control action

<table>
<thead>
<tr>
<th>State</th>
<th>$r_2 = 0.01$</th>
<th>$r_2 = 0.5$</th>
<th>$r_2 = \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \delta (\text{sec.})$</td>
<td>0.8755</td>
<td>1.9639</td>
<td>5.2233</td>
</tr>
<tr>
<td>$\Delta \omega (\text{sec.})$</td>
<td>0.9214</td>
<td>1.8569</td>
<td>5.3269</td>
</tr>
</tbody>
</table>

where the ESS is not utilized as any non-zero input to $\Delta P_{\text{ref}}$ would drive the performance index to $\infty$. The coefficients of the other components are kept constant, and the operating frequency is 60 Hz. Practically, this allows designers to adjust the requirements of the energy storage system to reach a stability performance target. Reducing $r_2$ results in a higher deployment the ESS, which improves the stability performance of the system. Table 7.3 shows the settling time as $r_2$ in (7.3.1). When compared to the case where energy storage is not used $r_2 = \infty$, settling time is more than cut in half when $r_2 = 0.5$ and halved again when $r_2 = 0.01$. 

Table 7.3: Settling time performance with reduced ESS control action

<table>
<thead>
<tr>
<th>State</th>
<th>$r_2 = 0.01$</th>
<th>$r_2 = 0.5$</th>
<th>$r_2 = \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \delta (\text{sec.})$</td>
<td>0.8755</td>
<td>1.9639</td>
<td>5.2233</td>
</tr>
<tr>
<td>$\Delta \omega (\text{sec.})$</td>
<td>0.9214</td>
<td>1.8569</td>
<td>5.3269</td>
</tr>
</tbody>
</table>
7.5 Summary

An optimal closed-loop controller is designed for PSS to improve the stability of a generator using both the reference field voltage and ESS power as input controls. This controller minimizes the perturbations in rotor frequency and angle in response to disturbances. The designed reduced order observer is able to exactly estimate the unmeasurable state after 0.1 seconds. At 60 Hz and with the same initial rotor speed disturbance of 0.12 Hz, the open loop-system requires 63 seconds to settle, while the proposed controller reduces the settling time to 5.3 seconds without the use of ESS and 0.92 second with the ESS. At a lower operating frequency of 10 Hz, the open-loop system is unstable while the closed-loop system is stable and has a settling time of 0.34 seconds. With the proposed closed-loop controller the ESS requires less energy to be effective at low frequencies. To damp out the same disturbance, the system operating at 10 Hz only needs 3.83 kWh of energy, while 19.8 kWh is required when the operating frequency is 60 Hz.

Figure 7.7: The resulting states when \( r_2 \) varies. (\( r_2 = \infty \) represents no ESS control action)
Changes in solar irradiance cause variations in photovoltaic (PV) power generation and thus affect customer voltage. Load tap changers (LTC) in substations are used to mitigate voltage variations, but they are relatively slow and cannot regulate the voltage adequately. Furthermore, abrupt voltage changes induced by PVs could greatly cause mechanical wear and reduce their lifetime. This chapter develops a novel voltage smoothing control algorithm for distributed energy storage (ES) systems to reduce the impact of PV generation on voltage quality. Different from other works, the proposed control can improve the performance by having both active and reactive power control and monitoring voltage directly. The technique’s performance is verified through simulation and modeling of the IEEE 4-bus test system. The proposed technique can effectively smooth the voltage and reduce the number of
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tap operations by approximately 50%.

**Contributions** of this chapter were identified as follows: (minor) designed and demonstrated an advanced controller to smooth grid voltage using energy storage in distribution systems with high penetration PV.

### 8.1 Introduction

Increasing photovoltaic (PV) integration and weather conditions could vary PV active power injection and causes voltage fluctuations [194]. Load tap changers (LTC) at transformer substations can mitigate voltage variations; however, LTC response is relatively slow and thus is not suitable for the ramp rate and frequency of fluctuations induced by PV. The volt-var control was proposed to regulate the voltage [195,196]. However, the control only used reactive power to maintain the voltage and may not be effective on systems with high PV penetration levels or with low reactance to resistance (X/R) ratio. An algorithm was proposed for controlling the active power injection from energy storage (ES) to counteract with PV inverter power output fluctuations [194,197,198]. However, these control algorithm uses solely active power and as a result only mitigates the voltage fluctuations induced by only the monitored PV. Voltage fluctuations caused by other PV systems are not considered.

Thus in this chapter, a novel control algorithm for ES power injection is proposed to achieve voltage smoothing and voltage regulation. It uses both active and reactive power to reduce (smooth out) changes in voltage over time. In the proposed algorithm, instead of monitoring PV inverter power, the PV bus voltage is monitored to mitigate voltage fluctuations caused by other PV panels in the grid directly. However the nonlinearity between active,
reactive power and voltage makes the approach challenging, and is overcome by adding a special iterative control loop. The proposed voltage smoothing control algorithm is described in Section II. Section III presents the system model modified from IEEE 4-bus test system and simulation verifications. Section IV concludes the chapter.

8.2 Voltage Smoothing Techniques by ES Power Injection Control

Two voltage smoothing strategies are presented below. The first is based on an existing active power ramp rate control, while the second is our proposed method of voltage control.

8.2.1 Technique I: Active power ramp rate control by monitoring PV inverter power output

The first technique, designated as “Technique I”, monitors PV inverter active power output to control active power ramp rate [197]. The control algorithm is shown in Fig. 8.1. In Technique I, the PV inverter active power output is monitored and recorded for computing average value. The difference between the current PV inverter active power output and its average value is used to determine the required active power injection to reduce active power and voltage fluctuations. In addition, in order to avoid over-usage of the ES and to lengthen ES lifecycle, a power set-point correction based on state of charge (SOC) is included so that the ES will be ready for future voltage smoothing operation. This correction factor is also used to adjust the trade-off between smoothing performance and battery longevity. There are two major deficiencies for this technique. First, fluctuations caused by other PV systems,
which don’t have ES smoothing, cannot be mitigated. Second, the effect of other mitigation strategies, such as LTC action or reactive power control, cannot be considered and hence the battery could be needlessly overworked.

Shown in Fig. 8.2 (a) is a diagram illustrating the range of the power injection from the ES using Technique I. The ES power injection control point would vary along the horizontal axis of PES only since no reactive power control is concerned.

8.2.2 Technique II: Proposed algorithm of PQ power injection control by monitoring voltage

The second technique, designated as “Technique II”, is the proposed active and reactive power injection control by monitoring local PV bus voltage which the inverter is connected to. It combines both technique I and volt-var control. Fig. 8.3 shows the proposed control algorithm. In order to overcome the drawbacks in Technique I, two major modifications are proposed. First, the voltage of local PV bus is monitored instead of PV inverter power...
Figure 8.2: Power injection control point for ES in (a) Technique I; and (b) Technique II.

Figure 8.3: Proposed control algorithm of ES PQ power injection by monitoring local PV bus voltage in Technique II.
output to take into consideration voltage fluctuations caused by changes in load and the output of other PV generation without ES smoothing. Second, because the control is based on voltage measurements and not active power, instead of controlling ES active power alone, reactive power is also controlled to reduce the costly active power required from the battery and provide additional voltage support for the system. By doing so, effective voltage smoothing can be achieved to reduce the number of LTC operations.

1) $P_{ES}$ Control: For the active power $P_{ES}$ control loop, PV bus voltage and ES SOC are monitored. The value of control update $\Delta P_{ES}$ is computed from (1). Voltage fluctuations caused by other PV panels without ES smoothing will be reflected in the parameter $V$ and be controlled. Different from Technique I, the relationship between active power $P_{ES}$ and bus voltage $V$ is nonlinear. Therefore, an iterative loop is introduced in the proposed technique to determine the optimal power control operation point of $P_{ES}$. A simulator/observer is used to simulate and observe the voltage resulting from different $P_{ES}/Q_{ES}$ combinations, and is compared with the average value $V_{ave}$ and the interactive loop will continue until the absolute difference is within a threshold value ($V_{th}$).

$$\Delta P_{ES} = -G_1(SOC_{REF} - SOC) + G_2(V_{ave} - V) \quad (8.2.1)$$

where $SOC_{REF}$ refers to the desired SOC reference level, and $V_{ave}$ is the average value of bus voltage calculated over a set time window.

2) $Q_{ES}$ Control: For the reactive power $Q_{ES}$ control loop, the PV bus voltage $V$ is monitored. The expression for determining the updated $\Delta Q_{ES}$ is shown in (2). Similarly, the value of bus voltage $V$ is compared with its
average value $V_{ave}$ to compute $Q_{ES}$ and the iterative loop continues until the absolute difference is within a threshold value $V_{th}$.

$$\Delta Q_{ES} = G_4(V_{ave} - V) \quad (8.2.2)$$

Fig. 8.2 (b) shows the power injection control point from ES in Technique II. Compared to Technique I, the control involves reactive power $Q_{ES}$. In order to reserve ES active power for future usage, the controller will iteratively search for the optimal power injection which requires the least real power. The value of $P_{ES}$ is first set to a certain value, and the value of $Q_{ES}$ is gradually increased until the system reaches the optimal operation point. In case if the operation point exceeds the power factor limit, the value of $P_{ES}$ will be increased by a certain proportion, and the iteration procedure continues by increasing reactive power $Q_{ES}$. The iteration will stop when it reaches the optimal operation point or the ES capacity limit.

### 8.3 System Model for Verifications

Verifications of the proposed voltage smoothing technique is done by using the modified IEEE 4-bus test system shown in Fig. 8.4. Two scenarios are investigated. In scenario 1, a PV system (with 50% penetration rate), and an ES system (with initial SOC of 60 %) is installed at phase A of the load bus (bus 4). In scenario 2, in order to simulate the case of voltage fluctuations caused by other PV systems, a PV system (with 25% penetration rate) is added at the transformer bus (bus 3). The unbalanced load for phase A, B and C of the load bus (bus 4) is set to 1275 kW, 1800 kW, and 2375 kW, with power factor of 0.85, 0.90 and 0.95 respectively.
In both scenarios 1 and 2, the ES is set to have a power rating of 320 kW, and 640 kWh.

The line to neutral voltage of the load bus (bus 4) phase A and tap position at load tap changer (LTC) during daytime (8 a.m. to 8 p.m.) obtained through simulation is shown in Fig. 8.5. The condition without any voltage smoothing control is selected as the base case for the study. The load voltage profile is highly affected by PV power generation and the tap position is changed rapidly to regulate the voltage. A total of 201 tap changes are recorded in the simulated 24 hour period.

In Technique I, the value of $G_1=1.0$ and $G_2=1.0$. Compared to the base case, the number of tap changes at LTC is reduced to 27. For reference, the active and reactive power injection from ES and ES SOC status are shown in Fig. 8.6. Using Technique I control, overuse of active power causes rapid changes in the SOC and accelerated battery degradation.

In Technique II, the control accuracy is higher when the values of $G_2$ and $G_4$ are lower, but it also takes longer to search for the optimum point.
Figure 8.5: (a) Line to neutral voltage at the load bus (bus 4 phase A); (b) Tap number at load tap changer: (top) case without any voltage smoothing control; (middle) using Technique I; (bottom) using Technique II

In the simulation, $G_1=1.0$, $G_2=0.1$, and $G_4=0.3$. Compared to Technique I, the voltage profile is more stationary, and the root mean square deviation (RMSD) is reduced by 57%, while the number of tap changes is reduced to 13. Fig. 8.6 shows the ES power injection and SOC status during verifications.

In scenario 2 these results are more pronounced. The voltage fluctuations caused by the addition of unregulated PV increases the number of tap-changes using Technique I to 35 while Technique II is unaffected. The verification results for both scenarios are summarized in Table. 8.1 With proposed Technique II, the number of tap changes and RMSD is greatly reduced by around 50% and 58% respectively, while reducing the active power required from the ES thereby prolonging the battery life.
Figure 8.6: (a) Injection of active and reactive power from ES; (b) Battery SOC: (top) Technique I; (bottom) Technique II

Table 8.1: Summary of Verification Results

<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>Control</th>
<th>Tap Changes</th>
<th>$P_{max}$</th>
<th>$Q_{max}$</th>
<th>$SOC_{max}$</th>
<th>$SOC_{min}$</th>
<th>RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Control</td>
<td>201</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td></td>
<td>0.101 kV</td>
</tr>
<tr>
<td>Tech. I</td>
<td>27</td>
<td>320</td>
<td>0</td>
<td>320</td>
<td>39.58</td>
<td></td>
<td>0.068 kV</td>
</tr>
<tr>
<td>Tech. II</td>
<td>13</td>
<td>197</td>
<td>193</td>
<td>274</td>
<td>44.68</td>
<td></td>
<td>0.029 kV</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario 2</th>
<th>Control</th>
<th>Tap Changes</th>
<th>$P_{max}$</th>
<th>$Q_{max}$</th>
<th>$SOC_{max}$</th>
<th>$SOC_{min}$</th>
<th>RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Control</td>
<td>245</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td></td>
<td>0.121 kV</td>
</tr>
<tr>
<td>Tech. I</td>
<td>35</td>
<td>320</td>
<td>0</td>
<td>320</td>
<td>39.58</td>
<td></td>
<td>0.074 kV</td>
</tr>
<tr>
<td>Tech. II</td>
<td>13</td>
<td>231</td>
<td>219</td>
<td>319</td>
<td>43.69</td>
<td></td>
<td>0.031 kV</td>
</tr>
</tbody>
</table>
8.4 Summary

A control algorithm to mitigate the impact of PV on grid voltage and LTC action is presented. Different from others, the proposed control smooths voltage directly and uses both active and reactive power control loops to improve battery life and mitigate voltage fluctuations caused by other PV panels in the system. Verified through simulations on IEEE 4-bus test system, less battery energy is used and the number of LTC tap operations are reduced by around 50%, which is lower than the alternative control. The proposed control method is expected to be more effective in providing voltage regulation over wider range of X/R ratio compared to controlling active or reactive power alone.
Chapter 9

Optimal Control of a Battery Energy Storage System with a Charge-Temperature-Health Model

Battery energy storage is being installed behind-the-meter to reduce electrical bills while improving power system efficiency and resiliency. This chapter demonstrates the development and application of an advanced optimal control method for battery energy storage systems to maximize these benefits. We combine methods for accurately modeling the state-of-charge, temperature, and state-of-health of lithium-ion battery cells into a model predictive controller to optimally schedule charge/discharge, air-conditioning, and forced air convection power to shift a electric customer’s consumption and hence reduce their electric bill. While linear state-of-health models produce linear relationships between battery usage and degradation, a non-linear, stress-factor model accounts for the compounding improvements in lifetime that can be achieved by reducing several stress factors at once. Applying this controller to
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a simulated system shows significant benefits from cooling-in-the-loop control and that relatively small sacrifices in bill reduction performance can yield large increases in battery life. This trade-off function is highly dependent on the battery’s degradation mechanisms and what model is used to represent them.

**Contributions** of this chapter were identified as follows: (minor) designed and demonstrated an advanced control system to optimally reduce a customer’s electrical bill using a battery energy storage system, subject to a minimum operational life constraint.

### 9.1 Introduction

Time-of-use, demand charge, and other electrical tariff structures are established by utilities to reduce load factor within an area and defer expensive infrastructure upgrades. These tariffs incentivize customers to use energy during off-peak times and hence can mutually benefit both the utility and the customer. Behind-the-meter energy storage systems can reduce the electrical bill for customers within these areas by shifting load away from when it is expensive.

Designing controllers to schedule a battery energy storage system (BESS) for this and other applications has been a growing field of research [22]. In this chapter we develop a controller for a battery energy storage system (BESS) that optimally shifts a customer’s electrical usage and hence reduces their electric bill, while being constrained by a desired operational lifetime. This is a particularly difficult problem as accurate state-of-health (SoH) models depend on accurate temperature and state-of-charge (SoC) models. Previous work has used reduced order models that abstract many of the underlying degradation mechanisms [59, 64, 84]. Others use a detailed SoH model but as
sume a constant temperature \cite{131}. We utilize an empirical stress-factor based
degradation model that accounts for time, SoC, temperature, and depth-of-
discharge (DoD). To model temperature, we use a radial volumetric finite
element model for a representative cell, coupled with a simplified model for
air flow and temperature within the enclosure, to estimate the cell-core tem-
perature driving degradation. To model SoC, we use a charge-based reservoir
model which accounts for battery voltage and current.

The proposed controller includes a novel combination of models for
SoC, Temperature, and SoH, each of which have been designed to balance ac-
ccuracy and computational simplicity. These models incorporate factors that
can cause degradation in complex ways and have previously not been con-
sidered together in controller design. The proposed controller can be utilized
by BESS owner/operators to extend the operational lifetime of their assets
and/or by BESS manufactures to reduce the risk in providing a warranty.

The remainder of this chapter, Section 9.2 formally establishes the
controllers objectives and operational constraints, Section 9.3 develops the
Charge-Temperature-Health BESS model used by the proposed controller, Sec-
tion 9.4 then discusses the simulation results and the trade-off between con-
troller performance and operational life, Section 9.5 summarizes the research
and discusses the broader implications of the controller’s design.

\section{Problem Statement}

We consider a hypothetical commercial electrical customer billed for
both daily time-of-use (TOU) energy and monthly peak-demand charges. This
customer decides to purchase and install a battery to reduce their electricity
bill. The energy contract the customer has charges 9\text{\textcent} / kWh during off-peak,
11¢ / kWh during partial-peak hours, and 15¢ during peak [10] according to the schedule in Fig. 9.1 (top). The utility then charges $50 / kW service fee according to the peak net load measured during the billing period [31]. The load data used for this problem, as shown in Fig. 9.1 (bottom), are adapted from the EPRI test circuit ‘Ckt5’ loadshape, normalized to a 1MW peak [4].

We will assume that the load and price are known a priori and that the control horizon shown is known to be the peak-load day in the billing period. Without the battery, the total bill is calculated according to (9.2.1). For this problem we assume that the net-load is always greater than zero. The total baseline electrical bill for this day is $52,080 ($50,000 demand, $2,080 energy).

\[ c' l + 50 \max(l) \]  

(9.2.1)

where \( l \) is the \( n \) length vector of load (kW), \( c \) is the \( n \) length vector of TOU energy prices ($/kWh), and \( c' \) denotes a vector’s transpose. We use a time-step \( \Delta t = 15 \) minutes (0.25 hours), and \( n = 96 \) (1 day). With the addition of a BESS that can supply (-), or absorb (+), power \( p_e \), the customers cost can be modified to (9.2.2).

\[ c'(l + p_e + p_{AC} + p_{fan}) + 50 \max(l + p_e + p_{AC} + p_{fan}) \]  

(9.2.2)

where \( p_e \) is the battery system power that element wise subtracts from \( l \) when the battery system is discharging, \( p_{AC} \) is the air-conditioning (AC) power, and \( p_{fan} \) is the cooling fan power. The problem is thus formulated: design a controller to optimally calculate a vector of battery system power \( p_e \), AC power \( p_{AC} \), and fan power \( p_{fan} \) that minimizes the customer’s cost without exceeding the battery’s limits. Among these limits, the controller must restrict operation such that the battery’s lifetime will meet or exceed a chosen operational life (5, 10, 15, or 20 years). Note that the solution to this narrow control problem can easily be adapted to fit many different tariff structures.
Figure 9.1: Time-of-use price schedule (top), and customer electrical load (bottom) [4]

9.3 BESS Model

This section outlines the set of differential equations and constraints that define a BESS model. This model is used for model-predictive-controller (MPC) to solve the control problem established in Section 9.2. The following
constraints define the feasible range of each decision variable.

\[
\begin{align*}
    p_{\text{min}} &\leq p_e \leq p_{\text{max}} \\
    0 &\leq p_{\text{AC}} \leq p_{\text{AC-max}} \\
    0 &\leq p_{\text{fan}} \leq p_{\text{fan-max}} \\
    \varsigma_{\text{min}} &\leq \varsigma \leq \varsigma_{\text{max}} \\
    v_{\text{min}} &\leq v_{\text{bat}} \leq v_{\text{max}} \\
    i_{\text{min}} &\leq i_{\text{bat}} \leq i_{\text{max}} \\
    T_{\text{min}} &\leq T \leq T_{\text{max}} \\
    \dot{\varrho}_{\text{min}} &\leq \dot{\varrho}
\end{align*}
\]

where \( p_e \) is the BESS ac power (kW) (+ charge, - discharge), \( \varsigma \) is the SoC (%), \( v_{\text{bat}} \) is the battery voltage (V), \( T \) is the battery’s core temperature (K), and \( \dot{\varrho} \) is the rate of degradation (% per hour). The limits \( p_{\text{min}} \), \( p_{\text{max}} \), \( v_{\text{min}} \), \( v_{\text{max}} \), \( i_{\text{min}} \), \( i_{\text{max}} \), \( T_{\text{min}} \), \( T_{\text{max}} \) are box constraints on power, voltage, current, and temperature respectively. As the rate of change of SoH is always negative, \( \dot{\varrho}_{\text{min}} \) the limit on the rate of degradation is also negative.

The relationships between decision variables are defined by differential equations. We build these relationships up in three general categories (SoC, Temperature, and SoH) each of which is covered in one of the following sections. It should be noted that BESS manufacturers may view these model parameters as proprietary while an owner/operator may view the load profile or tariff structure as similarly protected information. As the controller requires both, it may not be feasible in all circumstances for these non-technical reasons.
9.3.1 Charge Model

Charge reservoir model (CRM) is an umbrella term for the class of SoC models that define capacity in units of charge (Ah) \[15\]. The set of differential equations that make up the CRM used here is shown in (9.3.2). We have selected these permutations of the available models for open-circuit-voltage (VOC) and SoC to balance accuracy and simplicity.

\[
\begin{align*}
\dot{p}_{dc} &= \phi_2 p_e^2 + \phi_1 p_e + \phi_0 \quad (9.3.2a) \\
\dot{p}_{dc} &= i_{bat} v_{bat} \quad (9.3.2b) \\
v_{bat} &= v_{oc} + R i_{bat} \quad (9.3.2c) \\
v_{oc} &= \alpha \varsigma^3 + \beta \varsigma^2 + \gamma \varsigma + \delta \quad (9.3.2d) \\
C_{cap} \dot{\varsigma} &= \min(i_{bat}, 0) + \eta_c \max(i_{bat}, 0) \quad (9.3.2e)
\end{align*}
\]

where $\phi_2$, $\phi_1$, and $\phi_0$ are the coefficients of a quadratic efficiency function for the inverter, $p_{dc}$ is the dc power, $i_{bat}$ is the dc current, $R$ is the Thevenin source resistance of the battery equivalent circuit, $v_{oc}$ is the battery open-circuit-voltage, $\alpha$, $\beta$, $\gamma$, and $\delta$ are the coefficients for a cubic polynomial fit for open-circuit-voltage, $C_{cap}$ is the charge capacity, $\eta_c$ is the coulombic efficiency, and $\dot{\bullet}$ represents the derivative with respect to time.

9.3.2 Temperature Model

The temperature of the battery is a function of the rate of heat generated by the battery during operation and the rate of heat lost to its environment. Further, within a cell, temperature can differ significantly from the surface to the core. Fig. 9.2 shows the model used here to estimate internal
temperatures for use in the degradation models. The set of differential equations that make up the temperature model used here is shown in (9.3.3). In this model we include heat generated only from joule (resistive) heating as in [105]. Note that we use thermal transmittance (U) instead of its reciprocal value, thermal resistance, to simplify notation. Also, we choose five cell volumes, (9.3.3a)-(9.3.3e), each with heat generation and conduction, and a surface volume (9.3.3f), with heat conduction in and convection out, to resolve the internal temperature gradient. The number of internal volumes is to balance model accuracy with simplicity.
(C_i V_1) \dot{T}_1 = V_1 R (i_{bat})^2 + U_1 (T_2 - T_1) \quad (9.3.3a)
(C_i V_2) \dot{T}_2 = V_2 R (i_{bat})^2 + U_1 (T_1 - T_2) + U_2 (T_3 - T_2) \quad (9.3.3b)
(C_i V_3) \dot{T}_3 = V_3 R (i_{bat})^2 + U_2 (T_2 - T_3) + U_3 (T_4 - T_3) \quad (9.3.3c)
(C_i V_4) \dot{T}_4 = V_4 R (i_{bat})^2 + U_3 (T_3 - T_4) + U_4 (T_5 - T_4) \quad (9.3.3d)
(C_i V_5) \dot{T}_5 = V_5 R (i_{bat})^2 + U_4 (T_4 - T_5) + U_5 (T_s - T_5) \quad (9.3.3e)

\dot{T}_s = U_5 (T_5 - T_s) + U_s (u_{\infty})(T_{EN} - T_s) \quad (9.3.3f)

C_{EN} \dot{T}_{EN} = N U_s (u_{\infty})(T_s - T_{EN}) + U_{env}(T_{env} - T_{EN}) + U_{EX}(T_{EX} - T_{EN}) \quad (9.3.3g)

C_{EX} \dot{T}_{EX} = U_{EX}(T_{EN} - T_{EX}) - \eta_{AC} p_{AC} \quad (9.3.3h)

u_{\infty} = \eta_{fan} p_{fan} \quad (9.3.3i)

U_s (u_{\infty}) = a_i u_{\infty}^4 + b_i u_{\infty}^3 + c_i u_{\infty}^2 + d_i u_{\infty} + e_i \quad (9.3.3j)

where \( T_{1-5} \) are the temperatures of each internal battery element starting with the core through just below the surface (K), \( T_s \) is the battery surface temperature (K), \( T_{EN} \) is the air temperature in the enclosure (K), \( T_{env} \) is the environmental temperature (K), \( C_i \) is the battery’s internal volume-fraction-specific heat capacity (J K^{-1} %^{-1}), \( V_{1-5} \) are the volumetric fractions for each radial element, \( C_s \) is the battery’s surface total heat capacity (J K^{-1}), \( U_{1-5} \) are the battery’s thermal transmittances between each internal element (W K^{-1}), \( U_s (u_{\infty}) \) is the polynomial fit for the thermal transmittance from the surface of the battery to the air in the enclosure which is a function of \( u_{\infty} \) the air velocity (m s^{-1}), \( \eta_{fan} \) is the fan’s efficiency (m s^{-1} kW^{-1}), \( U_{EX} \) is the thermal transmittance from the AC heat exchanger to the air in the enclosure, \( \eta_{AC} \) is the AC unit’s coefficient of performance, \( a_i, b_i, c_i, d_i, \) and \( e_i \) are the forth
order polynomial fit for the convective thermal transmittance. The function and parameter values for the thermal transmittance \(U_s(u_\infty)\) is a polynomial fit of a piecewise function of the Reynolds number, fluid density, dynamic viscosity, and several empirically derived parameters, all of which are found in [2].

### 9.3.3 Health Model

It is common to represent degradation based on an exponential decay function of calendar and cycle degradation [128], as shown in (9.3.4). This decay is driven by a degradation function \(f_d\) based on a combination of calendar life stress factors, and cycle life stress factors. The summation in (9.3.4b) represents a rainflow cycle counting algorithm which is widely used for accurate cycle-life modeling [129].

\[
\rho = e^{-f_d} \tag{9.3.4a}
\]

\[
f_d = S_t S_c S_T + \sum_{i=1}^{N} w_i S_\delta S_c S_T \tag{9.3.4b}
\]

where \(\rho\) is the SoH, \(f_d\) is the degradation function, \(S_t\) is the time stress factor, \(S_c\) is the SoC stress factor, \(S_T\) is the temperature stress factor, \(S_\delta\) is the DoD stress factor, and \(w_i\) indicates a full or partial cycle.

While the rainflow cycle counting algorithm is highly accurate, it is also recursive and hence difficult to express in an optimization problem [131]. Because we know that the solution will have one cycle in the one-day control horizon, we can simplify the rainflow algorithm by removing the summation. This method has limited applicability as it would not be accurate for two days, or a day with a double peak. Hence, the set of differential equations that make up the degradation model used here is shown in (9.3.5).
\[ \dot{\rho} = - \zeta k_t S_\varsigma S_T e^{-f_d} \]  

(9.3.5a)

\[ f_d = S_t S_\varsigma S_T + S_\delta S_\varsigma S_T \]  

(9.3.5b)

\[ S_t = k_t t \]  

(9.3.5c)

\[ S_\varsigma = e^{k_\varsigma (\varsigma - \varsigma_{ref})} \]  

(9.3.5d)

\[ S_T = e^{k_T (T - T_{ref}) \frac{T_{ref}}{T}} \]  

(9.3.5e)

\[ S_\delta = a_{DoD} \delta^4 + b_{DoD} \delta^3 + c_{DoD} \delta^2 + d_{DoD} \delta + e_{DoD} \]  

(9.3.5f)

where \( t \) is time, \( \delta \) is DoD, and \( \zeta \) is a scaling factor we use to modify the life of the simulated battery cells. The parameters \( k_t, k_\varsigma, k_T, a_{DoD}, b_{DoD}, c_{DoD}, d_{DoD}, \) and \( e_{DoD} \) enable their associated stress factors to be tuned to specific batteries.

The limit on the degradation rate that specify a minimum lifetime is shown in (9.3.6).

\[ \dot{\rho}_{\text{min}} = - \frac{9}{L_{\text{op}} - L} \]  

(9.3.6)

where \( L_{\text{op}} \) is the total operational life expectation (e.g. 15 years) and \( L \) is the current life (years that the BESS has been in service).

### 9.4 Results

We select model parameters to represent a 200kW/600kWh lithium-manganese-oxide type BESS. The 800Ah battery is constructed from four parallel strings, each with 14 56-V racks in series, each with 14 modules in series, where each module has 77 cells in parallel (as each cell is 2.6Ah). This battery is enclosed in a standard 12.2m (40’) container. Table 9.2 shows the model parameters used here. The cell electrical and thermal parameters are derived
Table 9.1: Simulations Results

<table>
<thead>
<tr>
<th>Operational Life</th>
<th>Mean SoC</th>
<th>Mean Core Temp.</th>
<th>Max Core Temp.</th>
<th>DoD</th>
<th>$ Savings</th>
<th>% Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 years</td>
<td>55.79%</td>
<td>31.08°C</td>
<td>45.00°C</td>
<td>75.00%</td>
<td>$3756.32</td>
<td>7.77%</td>
</tr>
<tr>
<td>10 years</td>
<td>42.50%</td>
<td>25.88°C</td>
<td>42.27°C</td>
<td>73.13%</td>
<td>$3559.55</td>
<td>7.34%</td>
</tr>
<tr>
<td>15 years</td>
<td>35.72%</td>
<td>22.76°C</td>
<td>32.57°C</td>
<td>59.47%</td>
<td>$2890.92</td>
<td>5.88%</td>
</tr>
<tr>
<td>20 years</td>
<td>28.24%</td>
<td>20.74°C</td>
<td>24.23°C</td>
<td>38.98%</td>
<td>$1979.55</td>
<td>3.95%</td>
</tr>
</tbody>
</table>

from experimental analysis on cells and a small scale system, while the degradation model parameters are taken from [128] (note that the DoD stress factor was refit as a polynomial). We choose a degradation rate scaling factor ($\zeta$) of six to represent a low cycle life battery where the impact of the advanced controller is most clear. Limits on voltage, current, and temperature are from manufacturer specifications, and internal cell volumes and material thermal transmittance properties are retrieved from [199]. The convection heat transfer function is developed from [200]. This problem is formulated and solved with the freely downloadable modeling language ‘pyomo’ [74,75] and non-linear solver ‘ipopt’ [76].

Computation for each case takes roughly 15 seconds on an i7-7600U CPU at 2.80 GHz. The net-load, and corresponding BESS power ($p_e$) and SoC ($\varsigma$) trajectories for a range of selected operational life expectations are shown in Fig. 9.3. The net-load includes the air-conditioner and fan power which are optimized in conjunction with the charge/discharge power. As an illustrative example of how the air-conditioner and fan are able to cool the battery cells, Fig. 9.4 shows their power trajectories along with the temperature of the representative cell. By modeling the distribution of temperature within the battery, it is possible to plan AC/fan power outputs to limit thermal degra-
Table 9.2: Battery Energy Storage System Model Parameters I

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total String Charge Capacity</td>
<td>$C_{\text{cap}}$</td>
<td>800 Ah</td>
</tr>
<tr>
<td>Coulombic Efficiency</td>
<td>$\eta_c$</td>
<td>94.6 %</td>
</tr>
<tr>
<td>Self-Discharge Current</td>
<td>$i_{\text{sd}}$</td>
<td>0.50 A</td>
</tr>
<tr>
<td>Battery Internal Resistance</td>
<td>$R$</td>
<td>55 mΩ</td>
</tr>
<tr>
<td>Maximum Power Charge</td>
<td>$p_{\text{max}}$</td>
<td>-200 kW</td>
</tr>
<tr>
<td>Maximum Power Discharge</td>
<td>$p_{\text{min}}$</td>
<td>200 kW</td>
</tr>
<tr>
<td>Maximum SoC</td>
<td>$\varsigma_{\text{max}}$</td>
<td>95 %</td>
</tr>
<tr>
<td>Minimum SoC</td>
<td>$\varsigma_{\text{min}}$</td>
<td>20 %</td>
</tr>
<tr>
<td>Maximum Cell Voltage</td>
<td>$v_{\text{max}}$</td>
<td>4.2 V</td>
</tr>
<tr>
<td>Minimum Cell Voltage</td>
<td>$v_{\text{min}}$</td>
<td>3.3 V</td>
</tr>
<tr>
<td>Maximum Current Charge</td>
<td>$i_{\text{max}}$</td>
<td>4.0 A</td>
</tr>
<tr>
<td>Maximum Current Discharge</td>
<td>$i_{\text{min}}$</td>
<td>-2.6 A</td>
</tr>
<tr>
<td>Number of Cells Total in BESS</td>
<td>$N$</td>
<td>60,368</td>
</tr>
<tr>
<td>Battery Internal Heat Capacity</td>
<td>$C_i$</td>
<td>67.08 J/°C</td>
</tr>
<tr>
<td>Battery Surface Heat Capacity</td>
<td>$C_o$</td>
<td>2.45 J/°C</td>
</tr>
<tr>
<td>Maximum Temperature</td>
<td>$T_{\text{max}}$</td>
<td>45 °C</td>
</tr>
<tr>
<td>Minimum Temperature</td>
<td>$T_{\text{min}}$</td>
<td>20 °C</td>
</tr>
<tr>
<td>Enclosure Thermal Transmittance</td>
<td>$U_{\text{env}}$</td>
<td>1 W/°C</td>
</tr>
<tr>
<td>Enclosure Heat Capacity</td>
<td>$C_{\text{EN}}$</td>
<td>63 kJ/°C</td>
</tr>
<tr>
<td>Max AC power</td>
<td>$p_{\text{AC-max}}$</td>
<td>30 kW</td>
</tr>
<tr>
<td>AC Coefficient of Performance</td>
<td>$\eta_{\text{AC}}$</td>
<td>4</td>
</tr>
<tr>
<td>Max Fan power</td>
<td>$p_{\text{fan-max}}$</td>
<td>5 kW</td>
</tr>
<tr>
<td>Fan Efficiency</td>
<td>$\eta_{\text{fan}}$</td>
<td>0.6 (m/s)/kW</td>
</tr>
<tr>
<td>Heat Exchanger Heat Capacity</td>
<td>$C_{\text{EX}}$</td>
<td>0.5 kJ/°C</td>
</tr>
<tr>
<td>Heat Exchanger Thermal Transmittance</td>
<td>$U_{\text{EX}}$</td>
<td>9.18 W/°C</td>
</tr>
<tr>
<td>Degradation Rate Scaling Factor</td>
<td>$\zeta$</td>
<td>6</td>
</tr>
<tr>
<td>Thermal Degradation Constant</td>
<td>$k_T$</td>
<td>0.0693</td>
</tr>
<tr>
<td>Time Degradation Constant</td>
<td>$k_t$</td>
<td>1.49e-6</td>
</tr>
<tr>
<td>SoC Degradation Constant</td>
<td>$k_\varsigma$</td>
<td>1.04</td>
</tr>
<tr>
<td>Reference SoC</td>
<td>$\varsigma_{\text{ref}}$</td>
<td>50 %</td>
</tr>
<tr>
<td>Reference Temperature</td>
<td>$T_{\text{ref}}$</td>
<td>25 °C</td>
</tr>
</tbody>
</table>

Note: these model parameters are meant to represent a hypothetical battery system and do not necessarily reflect any specific equipment.
Table 9.3: Battery Energy Storage System Model Parameters II

<table>
<thead>
<tr>
<th>Inverter Efficiency</th>
<th>( \phi_0 )</th>
<th>( \phi_1 )</th>
<th>( \phi_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficients</td>
<td>-2.0503 e-04</td>
<td>0.9953</td>
<td>-6.163</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Open-Circuit Voltage</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
<th>( \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 ( \leq \varsigma ) \leq 0.95</td>
<td>320.377</td>
<td>-368.742</td>
<td>201.004</td>
<td>669.282</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Internal Cell Volumes</th>
<th>Vol. 1</th>
<th>Vol. 2</th>
<th>Vol. 3</th>
<th>Vol. 4</th>
<th>Vol. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume Proportion</td>
<td>4%</td>
<td>12%</td>
<td>20%</td>
<td>28%</td>
<td>36%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Surface Thermal Transmittance</th>
<th>( a_t )</th>
<th>( b_t )</th>
<th>( c_t )</th>
<th>( d_t )</th>
<th>( e_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_s(u_\infty) )</td>
<td>-1.286</td>
<td>6.086</td>
<td>-1.048</td>
<td>1.050 e-01</td>
<td>9.426 e-02</td>
</tr>
<tr>
<td>Surface Thermal Transmittance</td>
<td>( U_1 )</td>
<td>( U_2 )</td>
<td>( U_3 )</td>
<td>( U_4 )</td>
<td>( U_5 )</td>
</tr>
<tr>
<td>( U_{1-5} )</td>
<td>0.245</td>
<td>0.490</td>
<td>0.735</td>
<td>0.980</td>
<td>1.225</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DoD Stress Factor</th>
<th>( a_{\text{DoD}} )</th>
<th>( b_{\text{DoD}} )</th>
<th>( c_{\text{DoD}} )</th>
<th>( d_{\text{DoD}} )</th>
<th>( e_{\text{DoD}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial</td>
<td>1.158</td>
<td>-1.366</td>
<td>0.664</td>
<td>0.107</td>
<td>0.012</td>
</tr>
</tbody>
</table>

Note: these model parameters are meant to represent a hypothetical battery system and do not necessarily reflect any specific equipment.
The reason that small changes in the schedule result in large changes in the operational life is because of the compounding effect of the stress factors. To show this, we will consider the transition from the schedule under a 5 year operational life to a 10 year operational life. This change yields a 12.91% reduction in SoC stress factor, a 29.47% reduction in temperature stress factor, and a 5.29% reduction in the DoD stress factor. These in turn reduce the degradation function \( f_d \) by 41.83% which compounds with the SoC and temperature stress factor to reduce the degradation rate by half.
Figure 9.4: Example AC power, fan power (top), cell, enclosure, and heat-exchanger temperature (bottom) results for 10-year operational life expectation.
9.5 Summary

This chapter demonstrates the development and application of an advanced BESS controller. This controller optimally schedules the power draw for charge/discharge, air-conditioning, and forced air circulation based on a combined electrical, thermal, and degradation model of a lithium-ion battery system. This controller is applied to an example BESS to maximally reduce the bill for a simulated electric customer under TOU energy and peak-demand charges, subject to a selected minimum operational life.

The developed controller can reduce the electric bill by 8%, if a 5-year operational life is selected, to 4%, for 20-years. While the model was constructed using reasonable parameters, these results may not represent the optimal life/performance trade-off for any specific BESS. However, we can conclude more generally that a large gain in life may be derived from a small sacrifice in performance. This is a result of the compounding effects of stress-factors on battery degradation. Further, we can conclude that coordinating the air-conditioning and circulation systems with charge and discharge can be advantageous to optimal control as these systems can play a significant role in reducing cell core temperature and hence prolonging life. This controller can be used by manufactures or owner/operators to improve the value and operational life of BESS.
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