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ABSTRACT
The First Tri-Lab Workshop on Formal Verification was held in Santa Fe, New Mexico, on December
5th, 2023. This workshop gathered staff from Sandia, Los Alamos, and Lawrence Livermore National
Laboratories and NASA’s Jet Propulsion Laboratory. This report summarizes and expands on the
presentations given and discussion had at this workshop.
In this report, we describe the current capabilities and research needs related to formal methods at the
NNSA labs. In particular, we identify medium-term and long-term research gaps in programming
languages, formalization efforts of complex systems, embedded systems verification, hardware
verification, cybersecurity, formal methods usability, workflows, numerical methods, the use of formal
methods for artificial intelligence (and its converse, artificial intelligence for formal methods), and
collaboration opportunities and considerations on these topics. We conclude with a small number of
exemplar research problems related to these topics.
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1. INTRODUCTION

This report describes the current state of formal methods research at the three National Nuclear
Security Administration (NNSA) labs: Sandia National Laboratories, Lawrence Livermore National
Laboratory, and Los Alamos National Laboratory, referred to as the tri-labs. In 2023, researchers at the
tri-labs, with motivation from leadership at the Advanced Simulation and Computing (ASC) program
office of the NNSA, identified the need to build a community around formal methods. In December,
ASC funded a workshop where tri-labs researchers came together and shared their experiences at their
respective labs, then discussed future research and collaboration opportunities. This report is a result of
a compilation of the key ideas outlined in that workshop.

1.1. Background

Since this report is meant for a general formal methods audience that may not be familiar with the
various government organizations, we provide some context. The tri-labs are Federally-Funded
Research and Development Centers (FFRDCs) that are primarily funded by the NNSA. The NNSA is
a semi-autonomous agency under the Department of Energy (DOE), which is responsible for the
development and management of the United States nuclear weapons stockpile. What would later
become the ASC program was founded in 1994 to address the need for nuclear stockpile stewardship
after the United States’ moratorium on live nuclear tests. 30 years later, ASC is responsible for many
high-performance computing and predictive science capabilities and achieves this through modeling,
simulation, verification & validation, computing infrastructure research, and industry and academic
collaborations [36].

The position of this report is that formal methods can provide a multifaceted benefit for predictive
sciences. Using formal methods, digital systems can—with proper rigor and effort—be completely
predicted with respect to a formal specification. But even for systems whose scale is sufficiently large
such that full specification and verification are not currently tractable, formal methods can improve
developer productivity by eliminating classes of errors that can consume large amounts of developer
time. We use the analogy of formal methods as “guard rails” to suggest that formal methods can add
additional safety to software systems by preventing developers from making costly, albeit common,
errors.

1.2. Overview of Formal Methods

Formal methods (also known as formal verification) as a field relates to the development of
mathematical reasoning about computer systems. In general, formal methods can be partitioned into
two broad categories: formal specification and formal verification. The first refers to generating precise,
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unambiguous, and machine-checkable properties about systems and the second refers to verifying that
these properties hold for a given system.

1.2.1. What Formal Methods Provide

Formal methods can provide the strongest possible mathematical guarantees about the behavior of a
digital system. However, the caveats of using formal methods are important yet subtle. Properties
proved about the behavior of a system are only with respect to a specification. Formal methods facilitate
making claims in absolute terms such as “a digital system has been proven free of memory errors,” but
we stress that, like any mathematical proof, these claims only hold provided the required assumptions
are met. For example, a claim about a digital system’s correctness may not make any statement about
timing, leaving systems vulnerable to race conditions. This was the case for the infamous Spectre and
Meltdown vulnerabilities, which arose on CPU hardware that had deployed extensive formal
verification efforts [46], and bugs in deployed hardware have motivated further industrial investments
in formal methods [127]. We mention these caveats here to emphasize that formal methods can only
effectively eliminate larger classes of errors if the systems they are modeling both accurately reflect reality
and are designed such that proofs are tractable.

1.2.2. Formal Methods Development

To achieve these guarantees about digital systems, formal verification efforts generally require more
up-front development. As practitioners and researchers in formal methods, it has been our experience
that this up-front development effort pays dividends: formal methods can not only provide increased
assurance of digital systems but can also provide guard-rails that allow developers to feel safe in making
various design decisions knowing a given tool disallows certain classes of bugs. The cost of this up-front
development is one of several reasons why formal methods have, historically, not been as widely adopted
as other techniques for ensuring the correctness of computer software, such as testing, version control,
and reproducibility through virtualization or containerization. Despite these limitations, applications
where the cost of errors is dramatically high (e.g., mission-critical systems) have driven investments in
formal methods, and as the field has advanced alongside computer science, its concepts have spread to
other fields such as compilers and hardware design. There remain challenges and barriers to broader
adoption, which we also discuss in this report.

1.2.3. Trusting Formal Methods

One natural question that arises when using computers to reason about computers themselves is: how
can we trust a machine-checked proof? This issue is of great importance in the field of formal methods,
and any good computer system for generating proofs will make an argument for its correctness. One
solution is to have the core logic of a proof system be so simple it can be manually verified. This is called
the de Bruijn criterion [47].

Formal methods tools also consider their own trusted computing bases (TCBs). In tools which make this
distinction, bugs outside of the TCB do not affect the overall trust in system itself. However,
developing the trusted/untrusted distinction is a design decision which not all formal methods tools
develop. There is not consensus across the entire verification community regarding the acceptable size
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of the trusted code base or trusted kernel of a prover, but trends appear to favor the smaller kernel
approach as found in tools like Coq, Lean, and relatives. A detailed analysis of the degree to which
formal methods techniques address the de Bruijn criterion or limit their TCBs is beyond the scope of
this report but is discussed in detail by Pollack [96] and Ringer et al. [103].

1.2.4. Formal Methods at NNSA

The NNSA tri-labs are uniquely positioned to deploy formal methods in the design, development, and
maintenance of digital systems. Sandia National Laboratories has two departments (Digital
Foundations & Mathematics 1 and 2) specializing in formal methods, Lawrence Livermore National
Lab (LLNL) has formal methods capabilities through its ROSE compiler team, and Los Alamos
National Laboratory (LANL) has research scientists who specialize in compilers and cybersecurity who
have exposure to formal methods techniques.

1.3. Structure of this Report

This report aims to outline the state of formal methods research within the tri-labs. We begin by
broadly describing the current capabilities at each lab and the research areas unique to each lab. We then
describe future research needs, potential research opportunities, and challenges we anticipate in these
domains. The report concludes with a collection of exemplar problems and research topics that are
either directly relevant to tri-labs needs or are prove problems that effectively model lab needs.

While this report focuses on the three NNSA labs (Sandia, LLNL, and LANL), the tri-labs collaborate
with universities and other FFRDCs. The positions expressed here are those of the tri-labs, but may
apply generally to formal methods researchers in other fields.
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2. CURRENT CAPABILITIES

2.1. Sandia National Laboratories

Sandia has two departments consisting of about 20 research scientists who work on formal methods [31]
and contribute to other verification-focused projects throughout the labs. Sandia focuses on embedded
system verification but also supports various verification efforts which we outline in this section.

Much of the formal methods effort at Sandia works towards the notion of “One Q.E.D.” This refers to
the goal of having a proof of correctness for each stage of the system design stack and that each proof
feeds into the next level of fidelity. For example, a proof about full system correctness may consist of a
proof of high-level properties, (such as safety or liveness, or a description of expected behavior), a proof
that a C program implements those high-level properties, a proof that the compiled binary has the same
behavior as the C program, and a proof that the hardware executing the binary correctly implements its
assembly language. For this to become a reality, the reasoning techniques at each level of abstraction
must link with each other.

While One Q.E.D. as a term was coined at Sandia, other researchers have worked towards this goal,
notably the DeepSpec project [5]. Figure 2-1 shows some of the steps the tri-labs take towards full
proofs of correctness.

2.1.1. Low-Level Systems Verification

To date, one of the largest-scale formal verification efforts at Sandia has been the full verification of a
bootloader used in a high-consequence system. Verification of the bootloader demonstrated Sandia’s
proof engineering capabilities; the project involved developing verified compilation techniques, and
used the Coq proof assistant [119] and the Verified Software Toolchain (VST) [3] to develop formal
proofs of correctness of real C programs.

This bootloader demonstrates significant steps towards the goal of One Q.E.D. Beyond the actual proof
development required for the verification, verifying the bootloader required advances in several areas;
namely: cryptography, proof assistants, compilers, and low-level assembly verification, which we
describe below.

2.1.2. Formally-Verified Secure Cryptographic Root-of-Trust

To fulfill the always/never requirements at the core of the NNSA mission, high-consequence systems
must have some means of establishing the authenticity of their software and hardware; without such
guarantees, any proofs about system behavior are meaningless. Cryptographic systems can implement
such authentication, but may themselves be the source of vulnerabilities. To that end, Sandia has
developed what is possibly the world’s only secure boot with an end-to-end proof of security against
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Figure 2-1.: Two steps of One Q.E.D.: from C code to assembly language. Left
figure from Pierce [94].

adversaries equipped with probabilistic Turing machines. Here, by end-to-end, we mean the assembly is
soundly approximated by a specification of the root of trust as a temporal protocol, including its elliptic
curve operations, expressed in a formalization of elliptic curves over arbitrary fields developed in-house
expressly for this purpose. However, security of these elliptic curve operations do not hold for
sufficiently powerful quantum computers. We describe this future research direction further in
Section 3.7.

2.1.3. Constructive Proofs of C Code Verification

Some programs are well-specified as pure (side-effect-free) functional programs. However, the programs
embedded in high consequence systems are often reactive systems, specified in terms of their observable
side-effects—specifically, their allowed I/O behavior. Existing tooling leaves a gap, either in soundness,
expressivity, ergonomics, or all of the above, for such reactive systems.

One challenge for Sandia regarded specifications of the mathematics of cryptographic primitives for a
high-consequence bootloader. Desired properties could not be expressed in the specification languages
of automated program logics like Frama-C [61]. Moreover, Frama-C comes without any proof of
soundness. For these reasons, Sandia used Appel’s Verified Software Toolchain (VST) [3] to provide
fully-constructive, sound guarantees of this bootloader.

VST implements a separation logic for C programs in Coq, and is proven sound with respect to the
CompCert C semantics. However, separation logics are designed for proving the equivalence of
imperative programs with respect to pure functional specifications.
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To express specifications of the allowed I/O behaviors of embedded software controllers, SNL scientists
wrote specifications in an extension of VST using recently-developed interaction trees [126], a Coq
library for formalizing the trees of allowed observable behaviors of effectful programs. Here, SNL again
faced limitations, both in expressivity of the specification language, in its accompanying proof theory,
and in the ergonomics of proof engineering.

To give some context to this difficulty and how Sandia scientists overcame it, we first remark on the
design process for high-consequence systems at Sandia. Because of the complexity of these systems,
designers coordinate by producing and sharing intermediate specifications which deliberately include
nondeterminism; this permits a separation of concerns between overall system-level design (such as how
systems interact) and implementation details (such as hardware interaction and embedded system
programming). However, interaction trees do not handle nondeterminism, nor does VST; to support
this design paradigm while maintaining full-system verification, Sandia scientists modified existing
utilities to match Sandia’s design process, a process which was bespoke and required a deep
understanding of both the systems being verified and the utilities themselves. The result of this effort
was an end-to-end, fully-constructive proof of correctness of the high-consequence system, but this
work also demonstrated the extensive effort currently required for such assurance.

2.1.4. Formally Verified Compilers

Sandia maintains an internal branch of CompCert, the formally verified compiler for C [72].
CompCert is written in Coq, and its proof of semantic preservation between source language (C) and
target (several different architectures) is fully mechanized. Sandia develops formally-proven
improvements to this internal version of CompCert and different back-ends to address mission needs.
CompCert is structured as a collection of transformations between C and assembly, with proofs of
correctness between each intermediate language in addition to proofs for every transformation or
optimization. We show the overall architecture of CompCert and Sandia’s extensions to it in Figure 2-2.

2.1.5. Q Framework: Formal MBSD, State Machine Verification, and Refinement of C
Code Implementations

The Q framework is another large verification effort developed and maintained by formal methods
researchers at Sandia. The Q Framework is an internal tool used by the labs for two main purposes: to
provide model-based system design (MBSD) verification via model checking of temporal properties,
and to prove that C implementations refine a given state machine model [98]. Q framework can be used
to verify system designs at multiple levels of abstraction, and has been used to analyze systems with
hundreds of states. An overview of the Q Framework is shown in Figure 2-3. Q Framework is used for
several projects at Sandia and provides a language and compiler with which to carry out various
temporal, state machine, and embedded system verification tasks.

Figure 2-4 illustrates a simple parallel composition of state machines along with the environment and
properties of the overall system. For example, the statement in Linear Temporal Logic, AG (= n m),
asserts the two counters n and m are always equal.
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stated as an assertion to be checked in Linear Temporal Logic [13] and the
rightmost boxes indicate the two state machines.

2.1.6. Probabilistic Programming Languages

Sandia also supports efforts toward probabilistic programming language research, which has
applications in embedded system verification, AI/ML, threat modeling, and cybersecurity.

2.1.6.1. Embedded Inference

Inference of embedded systems is motivated by a need for extreme robustness in the face of uncertainty,
for example from faults in a communication bus. Probabilistic programming languages (PPLs) serve as
an intuitive language for specifying programs with random variables. Sandia scientists are investigating
applications of PPLs to build better techniques for sampling and inference—which are at their core
algorithmic processes—while providing useful abstractions for construction of stochastic models to
domain experts.

Using PPLs, deployed systems with known uncertainties can be more completely modeled and queried.
For example, in Figure 2-4, flg could be made a random variable. Sandia scientists are developing these
classes of analysis, begun by first extending the PPL Dice [48] to work over arbitrary semirings. This
extension allowed scientists to use Dice to perform a sensitivity analysis providing insight into those
physical upsets to which our temporal surety properties are most sensitive.

Using an analogy between the drawing of fresh samples and the dynamic allocation of fresh mutable
state, Sandia scientists and their academic partners have additionally developed first-order [77] and
higher-order [78] modal separation logics for probabilistic programs over continuous random variables.
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2.1.6.2. Game-based Security Proofs and Cryptography

By presidential mandate, future high consequence systems must be quantum resistant [120]. But
quantum-resistant algorithms are still in flux; in the past years, new cryptographic attacks were
discovered for every NIST-approved PQC algorithm family, dramatically reducing their security
guarantees. Even the security proof for Sphincs+, whose security was thought to be well understood,
was shown to suffer from flawed reasoning about conditional probability [51].

Security properties of quantum cryptosystems differ from traditional safety and liveness properties
which can be proved using the techniques mentioned in the previous subsections. Instead,systems must
have a game-theoretic property called indistinguishability under chosen plain-text attacks (written
IND-CPA). Sandia scientists are researching how to verify such systems by formulating IND-CPA as an
observational equivalence of parameterized probabilistic programs, which requires higher-order
program logics for PPLs.

2.1.7. Concurrency and Distributed Systems

Reasoning about concurrency can be challenging: concurrent systems are difficult for humans to
understand and verify and automated reasoning techniques such as symbolic execution have scalability
limitations for concurrent systems. In general, the underlying reason is that every operation causes an
additional potential interleaving between concurrent execution threads, making the state space of
behaviors exponential in the number of operations. While this state explosion problem is not unique to
concurrency, traditional techniques from formal methods that are used to manage the problem tend to
not work well on concurrent systems. To this end, Sandia scientists are researching ways to formalize
concurrency semantics and memory models to better analyze concurrent systems.

Distributed systems are different from concurrent systems in that they lack synchronicity: fewer
assumptions can be made on the timeliness or integrity of messages sent between distributed systems
(for example the property that m and n are always equal fails in Figure 2-4 with asynchronicity). At
Sandia, tools such as Q Framework (Section 2.1.5) are being extended to better support more types of
distributed systems and more classes of composition between interacting systems.

2.1.8. Program and Reactive Synthesis

Reactive synthesis [41, 95] is an approach to automatically construct transition system models that are
guaranteed to meet formal requirements. As opposed to other verification approaches such as model
checking, synthesis aims to produce an artifact that provably embodies required properties without the
need for subsequent verification, thus eliminating the edit-check-debug cycle common in model
checking approaches. Reactive synthesis shares similar aims to correct-by-construction, but instead of
proving each step in a refinement chain or derivation, program synthesis relies on proofs of the
refinement transformations [91], which need only be proven once. The correctness of the synthesis then
follows from the chaining together of such transformations.

Several challenging problems have been synthesized at Sandia, such as flow control [112], multi-buffer
flow control modeled as two-player games [115], synchronization and concurrency problems [88], and
as well as nesting and concurrent composition, modeled as Q Framework nested state charts [88].
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2.1.9. Formalized Numerics

Floating-point computations on computers are ubiquitous, so much so that computers are measured by
their FLOPS, or floating-point operations per second. Members of Sandia’s formal methods team are
researching ways to provide formal proofs bounding the floating-point round-off error of numerical
programs used in high-consequence settings.

Scientists at Sandia have identified applications that require formally verified numerical kernels and are
investigating techniques to automate the verification. One example program is a C implementation of a
Kalman Filter, which requires verifying a diverse code base . This example is described in more detail in
Section 4.5.

Recent work done in collaboration with research groups at Princeton and Cornell has resulted in
advances in formal proofs of error bounds for numerical kernels [58, 59, 60]. Ongoing research involves
integrating these formal proofs into verified system design stacks.

2.1.10. Hardware Design and Verification

SNL uses Yosys [125] and Kôika for its hardware verification tasks. Kôika is a hardware description
language developed at MIT [19], which provides formal guarantees at the SystemVerilog level (similar to
BlueSpec SystemVerilog [89]), while Yosys provides synthesis and model checking capabilities for RTL.
These together bring the tri-labs one step closer to the goal of One Q.E.D.

Sandia also maintains Xyce [57], a large-scale analog circuit simulator that models hardware under
various conditions. Xyce models are used at Sandia for hardware verification and validation. Further
work has been done relating out-of-nominal hardware verification with abstraction, for example in cases
with unexpected hardware bit flips [83].

2.1.11. HPC Correctness

Several of the formal methods researchers at Sandia started with the verification and validation of
large-scale HPC codes, for example resiliency for large parallel systems [43, 64]. Recent work supports
the correctness of HPC libraries such as Kokkos through automated test generation, symbolic execution
using KLEE [21], and building formal models of parallel programming environments [54, 118].

2.1.12. Cybersecurity

Sandia scientists have developed formal theories for cryptographic operations along the path for
verification of high-consequence systems, for example with root-of-trust. Sandia has also started using
Cryptol [74] for the verification of cryptographic primitives. More cybersecurity-relevant work at
Sandia was also mentioned in Section 2.1.6.2.

2.1.13. Static and Binary Analysis

Mission needs at SNL sometimes require the analysis of old hardware architectures not well-supported
on other symbolic execution tools such as angr [110]. For example, systems using non-IEEE-754
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floating-point arithmetic or systems without 8-bit bytes. Sandia has invested in capability for binary
lifting and symbolic analysis for a wide variety of architectures, both with purpose-built capabilities and
a more general tool called Quameleon [99]. Other work on symbolic execution with KLEE and Kokkos
was previously mentioned in Section 2.1.11.

In cases where fully-formal models are infeasible (for example, large codebases or programming
languages without fully-formal specifications), scientists at SNL have developed internal tools to
perform static analysis at both the binary and source-level [29].

2.1.14. User-Centered Formal Methods

For formal methods to make a broad impact, there needs to be an additional focus on adoption. This
requires consideration of and research on the usability and usefulness of these tools in the context of
system designers instead of formal methods experts. Drawing from research in human factors, cognitive
science, and user experience, Sandia is now pursuing tasks to investigate different users’ needs,
expectations, and limitations. These insights are being used to drive requirements and to design
implementations of formal methods tooling. Additionally, telemetry-based metrics that improve design
based on real-time usage data and can built into software tools are being developed by Sandia scientists.

2.2. Lawrence Livermore National Laboratory

Lawrence Livermore lab supports various formal methods research, focusing primarily on static analysis
using the ROSE compiler [100] and HPC correctness.

2.2.1. The ROSE Compiler

The ROSE compiler is a source-to-source compiler written in C++ [100]. The main benefit of ROSE
over traditional compiler analysis tools, such as LLVM-based tools, is that the abstract syntax tree
(AST) is mutable. This allows more robust analysis and from whence the source-to-source
characterization arises. This allows not only program analysis, but opportunities for optimization and
parallelization. ROSE has been used to perform static and dynamic analysis on C++ codebases as well as
other programming languages such as Fortran, OpenMP, Java, Python, and binary analysis.

2.2.2. HPC Correctness

Livermore Computing has some of the world’s largest supercomputers and a large workforce devoted to
the research, development, and effective use of these systems. Work by LLNL scientists focuses on
various aspects of correctness for these large HPC codebases executing on these world-class
supercomputers.

Two widely used programming paradigms in HPC are the Message Passing Interface (MPI) and
OpenMP. LLNL scientists support a combination of static and dynamic analysis to analyze OpenMP
programs [7]. Beyond the parallelism libraries, whole-code HPC debugging techniques have been
investigated at LLNL [2].
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HPC correctness is closely tied to numerics, and in particular, floating point. In theory, compilers
should faithfully translate source semantics (e.g., C++) into target semantics (e.g., x86-64 executables),
however, compilers can have bugs, or in the quest for ultimate performance, compilers may introduce
numerical inconsistencies, especially for heterogeneous code such as those using both CPUs and GPUs.
In particular, floating-point numerical exceptions and accuracy issues have also been
investigated [85, 66], automated detection of sources for large numerical error [107], including for
accelerator architectures like GPUs and heterogeneous architectures [79, 65].

2.2.3. Embedded Systems and Usability

LLNL researchers in have recently begun investigating embedded system verification, formal modeling,
Automated Systems Understanding (ASU), and formal methods usability.

2.3. Los Alamos National Laboratory

Los Alamos National Laboratory scientists maintain a fork of the LLVM compiler called Kitsune [68]
focused on optimization and code generation for large parallel codes. This, along with other compiler
efforts require reasoning about software correctness and could effectively leverage formal methods
techniques.

As developers and maintainers of large HPC codebases, LANL scientists research ways to improve
scalability and code generation of HPC codes. Oftentimes, HPC codes require manual rewriting and
porting to new architectures. Programming paradigms such as fork-join with OpenMP or task-based
parallelism have the opportunity to improve performance while also making code more
performance-portable Performance portable refers to programs to not just execute on next-generation
hardware, but can make effective use of new hardware capabilities. However, there are challenges in
getting these libraries to achieve the same performance and feature set of hand-written C++ and
accelerator languages (such as OpenMP or CUDA). To address this, LANL scientists have developed
LLVM Intermediate Representations (IRs) which can be linked with OpenMP and provide more
opportunities for analysis and optimization [117]. LANL scientists have also worked towards
developing implicit parallel task-based programming models [116] as well as better task-based parallel
programming models [69]. These techniques could benefit from investment in more programming
language research to more effectively mechanize and verify transformations and optimizations and
multiple levels of abstraction.

LANL scientists also work in the cybersecurity space, with research into the formally verified
microkernel, Sel4 [63], drivers, usability, and interoperability with other operating systems (OS) and
devices, and how security guarantees are ensured across these interfaces.

2.4. NASA Jet Propulsion Laboratory

NASA mission applications undergo extensive testing and formal verification. In particular, the
Autonomy Assurance program at JPL requires a higher level of safety and assurance compared to other
autonomous systems such as automobiles.
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JPL has historically developed state space abstraction, test generation, rule-based plan validation, model
transformation, and test case generation [37]. Other research areas include fault diagnosis [90],
System-Theoretic Process Analysis (STPA) [114], and assurance for AI/ML [104], and collaboration
with Caltech and the University of Southern California in the areas of test synthesis, model-based
design, and requirement modeling.

Overall, JPL scientists focus on full life-cycle assurance and towards developing high-assurance
autonomous systems. JPL research, along with tri-labs, would benefit from improvements in FM
tooling, in particular with requirements specification, usability, and scalability.

2.5. Other FFRDCs

This workshop focused on the tri-lab workshop and the interest of the NNSA in developing further
connections amongst themselves. However, we note other Department of Energy labs, including Oak
Ridge National Laboratory, Lawrence Berkeley National Laboratory and Pacific Northwest National
Laboratory are investigating how to integrate formal methods into their work, such as applications of
formal methods to ensure the cybersecurity of microcontroller and FPGA-based devices [122].
However, beyond these broad overviews, the work of other FFRDCs is beyond the scope of this report
and we do not claim to know all other governmental efforts in formal verification.
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3. FUTURE NEEDS AND RESEARCH OPPORTUNITIES

The NNSA is gathering information related to the deployment of formal methods at the tri-labs. This
information includes research gaps and opportunities, with a particular emphasis on potential
applications in the areas of artificial intelligence and machine learning. This chapter identifies research
gaps and opportunities that scientists at the tri-labs believe will be important to NNSA mission needs in
the next several years.

The tri-labs require diverse formal methods capabilities, including fully-formal proofs for the
highest-consequence applications, deductive proofs for high-consequence but ancillary routines (e.g.,
for external libraries), and semi-formal methods that provide added assurance in cases where full formal
verification is infeasible (e.g., in codebases that use languages with limited support for formal reasoning,
as discussed in Section 3.4.1.3).

The credibility of tools used for formal verification is an important consideration. Put another way, if a
proof is generated using a particular tool, trusting this proof in a high-consequence environment
requires some thought. When using tools like the Coq proof assistant, trusting a proof can be reduced
to trusting the implementation of the tool’s proof checker1 However, specifications may be incorrect or
unrealistic (see Section 1.2.3), which limits the practicality of the proofs about them. The tri-labs are
therefore interested in working towards enhancing the credibility of formal methods tools. This work
includes counterexample generation, and developing explanations of formal results and specifications
through principled documentation or publication.

The key challenge in getting formal methods adopted at the labs is usability; without consistent
investment in documentation and usability, formal methods tools have the danger of remaining arcane
tools used by only a few experts. This may be acceptable to meet mission assurance in some cases, but
usability is critical for wider adoption throughout the labs and in the industry in general. Usability can
be addressed with more involvement in human factors engineering, publications and documentation,
and maintenance of software, as well as research into lightweight formal methods tools.

Tri-lab scientists are aware of many different research areas important to NNSA mission needs where
formal methods can have a significant impact. While Sandia already has a robust formal methods
department, LLNL and LANL are interested in expanding and collaborating in the formal methods
space. We list some of the topics here and further expand on them later in this chapter.

Particularly relevant research areas are: provable cyber assurance, formal numerical methods, certified
cryptography, static analysis for multiple languages, scalability of automated analysis, certification of
formal methods results, challenges of formal specification and what language verification results are
proved against, for example, how general-purpose specification languages such as Coq compare to
domain-specific languages with respect to their usability and scalability, correctness error analysis of

1This is the de Bruijn criterion mentioned in Section 1.2.
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numerical codes, especially in HPC systems, compiler verification, cyber-physical systems, security,
operating systems, co-design of hardware accelerators and automatic verification, and improvements
towards hardware verification tooling, AI/LLM code generation and correctness arguments for the
code generated, programming languages tools and how the scale of these tools must be different for
different codebases (e.g., how systems with thousands of lines of code versus systems with millions are
managed), numerical reasoning and floating-point analysis, and in general lowering the barrier of entry
to using formal methods tools.

3.1. Abstraction and Refinement

Many systems the NNSA labs are tasked with verifying are sufficiently complex so that verifying even a
single component is intractable. Thus we rely on the notion of refinement. Using abstraction and
refinement has the added benefit of mapping developer intent and compartmentalization of concerns
into a formal model (put more concretely, engineers reason and design at various levels of abstraction,
and verification analysts can leverage these structures to build better models of the systems). For
example, Figure 3-1 shows a high-level overview of a model-based system design (MBSD) used for an
example embedded controller.

Figure 3-1.: Analysis stack for a MBSD embedded controller.

Between each layer, from statechart specification down to hardware netlist, a full verification workflow
would build a refinement relation between each abstraction level. Note this figure looks similar to
Figure 2-1, and is similar in spirit, however a refinement relation is slightly different; with refinement,
properties proved about the abstract model hold in its refinement. Our current workflow (using Q
Framework) accomplishes some of these refinement arguments, however the story is not complete.

Future work with abstraction/refinement would benefit from models of hardware, netlists, bus
protocols, and processors, compatible with state chart models.
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Beyond this, the notion of refinement is not a single concept: state charts have different notions of
refinement and composition. Some models of composition do not generalize to all types of properties
proved. In particular, we are interested in better formal models of contextual refinement, parallel
asynchronous composition, and nested composition.

3.2. Concurrency and Distributed Systems

Verification of commonly-used protocols has the potential for high-impact because of their potentially
wide-ranging use. Furthermore, distributed or concurrent systems are difficult to reason about; security
bugs can remain latent for years in even well-tested and trusted protocols [32]. Example distributed
systems (and their respective implementations) that would benefit from both high-level modeling as
well as implementation verification include communication protocols such as SSH. State-machine
based analysis has been used to analyze chat protocols such as WebRTC [111].

In addition, protocols used for embedded systems are of particular interest to the labs. Examples
include Universal Asynchronous Receiver-Transmitter (UART), Inter-Integrated Circuit (I2C), and
the CAN bus protocol. We use the latter as an exemplar for formal modeling in Section 4.6.

In addition to communication protocols, in the field of operating systems (OSes) real-time operating
systems (RTOS) schedulers are used in many mission-critical applications. Beyond this, device drivers
and other network protocols can be difficult to analyze because of their complexity and temporal
requirements.

3.3. High-Performance Computing

The tri-labs maintain HPC software libraries and codebases too numerous to list here. These codebases
have diverse use cases and needs. One challenge with HPC is porting these codebases to new
supercomputers. In particular, the shift towards accelerators like GPUs often require significant
rewrites, so much so that re-framing problems in a data-parallel paradigm is its own area of research.
While the labs maintain libraries such as Kokkos and RAJA for more easily writing
performance-portable code, there remain correctness concerns when such large refactoring is done.

One example of this challenge are the subtle differences between memory models and synchronization
primitives for different GPU architectures. These differences may not arise until code is ported. Not
only this, but these bugs can cause nondeterministic errors and thus hard to detect and debug. One way
to address this is to better formalize memory models for different GPU ISAs, such as OneAPI and PTX.
Challenges with proprietary architectures could stymie progress for an individual architecture.
However, even without vendor buy-in, the development of sufficiently weak memory models (e.g., for
Kokkos, which targets many different parallel programming libraries) could result in better assurance
for many different architectures. The drawback is potential unnecessary synchronization, but whether
this causes significant performance degradation remains to be seen.

Beyond memory models, many parallel programming systems could benefit from better formalization.
There have been efforts towards writing semantics of the Message Passing Interface (MPI) [75], but
models of different parallel-programming paradigms [108] would also be useful to have formal models.
One important caveat here is what we mean by formalization. For example, some formalization efforts
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consist of building a model in a language such as TLA+ [67]. This can be used to reason about
high-level properties such as the correctness of a distributed protocol. While this still permits
implementation bugs (unlike, for example, a Coq proof of correctness, from which a verified
implementation can be automatically extracted). However, a larger problem is the usability of high-level
formalizations: it is not generally possible to modularize TLA+ models and use them for anything else.
Therefore, any formalization efforts, especially for HPC codebases, should consider their ability to be
connected with compilers and codebases directly. This is a challenging and unsolved problem.

For HPC codes, it is hard to overstate the importance of compilers. Tuning code to a particular
architecture and compiler combination can sometimes result in orders of magnitude better
performance, and other times compiler flags (in particular fast-math optimizations) can change the
solution. Not only this, but modern compilers contain hundreds of optimizations, and the majority of
compiler bugs reported relate to mis-optimization [131]. Not only do the labs need better optimization,
but they also need better, provably correct optimization for parallel codes. There has been some work in
this space [130, 80], but the labs would benefit from further research. Recent work with formalizing
LLVM [129] in Coq using interaction trees, if used on tri-lab codebases, could permit much stronger
correctness efforts while still allowing the flexibility of LLVM.

Another characteristic of HPC codebases at the tri-labs is their large size and long history: many
codebases have been maintained and developed for decades. For these codebases, debugging can be
challenging as they get ported to new architectures while maintaining rigorous performance and
correctness criteria. Further investigation into root-cause analysis of numerical errors and exceptions, as
mentioned in Section 2.2.2, could accelerate scientific code development while also increasing surety.

Formalized numerics and domain-specific languages are relevant to HPC applications; we describe
them in more detail in Sections 3.10 and 3.5.2, respectively.

3.4. Programming Languages

Verification of software requires many connections between programming languages, their
implementation, and formal reasoning tools. These include but are not limited to: formal definitions
for the semantics of a language as defined by the language standard; formal definitions of the semantics
as implemented by specific compilers; parsing and static analysis of program code; generation of models
for code in formal reasoning tools; and compilation toolchains. Our observation is that the degree to
which any of these are addressed varies widely by programming language both in terms of availability
and robustness. In this section we discuss specific languages and our current assessment of their state
with respect to verification activities.

3.4.1. Languages

3.4.1.1. Well-Supported Languages

The C programming language is the best supported in this context thanks in large part to the efforts in
the CompCert [72] and Verified Software Toolchain (VST) [3, 4] projects. These projects focused on
the needs of high assurance software development aimed at systems-level software, often in the context
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of embedded safety critical systems. The key components that lead us to conclude that C is well
supported are:

• The existence of a formal, machine-checkable language semantics encoded in a proof assistant.

• The existence of a formally verified compiler.

• The availability of supporting tooling and literature necessary to define and discharge proof
obligations needed to establish safety and security verification conditions.

While the C language is one of the best supported with respect to verification methods, there remain
gaps to fill to raise the assurance level even higher. We identified the following research directions to
address this:

• Establishing assurance cases for the front- and back-ends of the compiler. Much of the current
effort has focused on the core IR and algorithms within the compiler, leaving trusted but
unverified components at the front-end (lexing and parsing) as well as the back-end (linking,
semantics of generated machine code as executed by the CPU).

• Formal models of target hardware. Even with a formal definition of an assembly language we
require a formal model of how the assembly is actually executed. Many aspects of processor
design are not visible at the assembly level, but have a potentially large impact on the semantics of
the program execution (such as out of order and speculative execution).

3.4.1.2. Moderately-Supported Languages

A larger set of languages we classify as moderately supported: some formalization efforts have occurred
that can be applied to high assurance software development but there are significant gaps to connect
them to a realistic application.

The Why3 tool along with its language for writing specifications and first-order logic reasoning is a key
component in many verification processes [40]. The WhyML language can be used directly for
specification and reasoning, with some mechanisms to extract executable code for languages like Ocaml.
Why3 is used as an intermediate representation by verification tools for other languages like
Frama-C [61], SPARK Ada, and others. In those cases, terms in the Why3 language are instantiated
directly in the Why3 engine from specifications written in a language closer to the code to verify. For
example, the ANSI-C Specification Language (ACSL) [11] is used by Frama-C to define properties of C
programs that are then translated to Why3 for subsequent proofs by a back-end SMT solver or proof
assistant.

The primary advantage of Why3 is that it provides a bridge between a specification language and
different solvers. Recent work between Sandia and Princeton has built a formalization of the core Why3
language [23]. The largest gap that exists for making use of Why3 is connecting code written in a
conventional language to Why3. Frama-C and SPARK provide this for C and Ada respectively,
although in both cases users are limited to subsets of the language. Less mature but promising efforts are
under way to provide a similar approach to Ocaml via Cameleer [92] and Rust via Creusot [30]: neither
of these are ready for production application, but have matured beyond handling basic academic test
cases.
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There has also been work in industry building similar tools to Why3, the most well known being the
Dafny [71] system atop the Boogie intermediate verification language [10]. Dafny presents a similar
language for expressing specifications and proofs as Why3, but adopts a programming model closer to
C# versus the ML-style language used by Why3. It also has more limited prover support, primarily
targeting the Z3 SMT solver. Industrial use of Dafny has risen in the last decade: Dafny and Boogie
originated as research tools at Microsoft Research, but have been recently seeing active development at
Amazon in the Amazon Web Services (AWS) division with applications to production AWS systems.

3.4.1.3. Languages with limited support

Many other programming languages have much more limited support for verification activities. Few
programming languages have no formalization efforts at all, but in most cases these efforts have been
either academic exercises, restricted to a very specific part of the language, or are out-of-date and no
longer track current language standards or implementations. Based on our understanding of use cases
within the tri-labs and broader DOE complex, we identified the following languages as needing
substantial work to raise the level of formalization and tooling for verification activities.

C++ : C++ is unique in that it is one of the most widely used languages yet has the least robust
ecosystem of tools and techniques for formalization and analysis. This is in part due to the complexity
of C++: it is a common misconception that C++ is simply a superset of C, where existing C work will
map directly to C++. C++ presents a much more complex type system (especially with respect to
templated code) and differences in everything from the memory model to how software is modularized
and organized. To the knowledge of the authors of this report there does not exist a formalization of
C++ that includes features common to production applications such as templates and classes. At best,
there exist static analysis tools that are used to check code for properties known to be sources of bugs:
but these tools often have not been shown to be sound nor complete. There is substantial work
necessary across the board to raise the assurance level possible for C++. Fortunately, such work will have
substantial impact due to the sheer volume of C++ that is core to the mission across the DOE/NNSA
complex.

Rust : Rust is a recently invented language that aims to provide memory safety features at the
language level that are compatible with the needs and constraints of systems level developers. Rust is
appealing because the type checking performed by the compiler allows memory safety issues to be
caught before compilation: in other languages these would often require runtime assertions or
third-party static analysis tools to identify. While the type checking performed by the compiler has
proven useful and has improved the quality of systems relative to C and C++ code, Rust lacks a stable
language standard, formal language semantics, and other necessary details like a memory model
definition [106]. These gaps limit the degree that we can make and prove formal statements about Rust
programs. A number of efforts are under way to remedy this. Efforts have been undertaken to define a
formal semantics of either subsets of the Rust language, such as RustBelt and Creusot [55, 30], or basic
executable semantics, such as KRust [121]. The Ferrocene project [39], attempts to stabilize the Rust
language to a particular version, but is not true formalization or standardization effort like ISO C.
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Python : Outside the realm of embedded, systems, and high-performance computing, the Python
language has a substantial level of adoption for data science, machine learning, and general application
development. Python also lacks a robust formal specification that is accepted in the community. A
number of academic efforts have occurred to provide a formal semantics for Python, but few have been
adopted for any large-scale verification efforts. Recent changes to the language have moved closer to
techniques amenable to formalization (such as the introduction of type hints and corresponding type
checkers). Formalization for Python is not only necessary for asserting evidence of correctness for
Python code, but is also necessary to validate that code transformations and just-in-time compilation
schemes produce code that preserves the semantics of the original program. To the knowledge of the
report authors, existing Python compilation schemes do not provide strong evidence to support any
statements about the correspondence between the original Python and the resulting compiled code.

GPU programming : While not a single language, there are a handful of programming models
(CUDA, OpenCL, etc.) that are used to program accelerators common in HPC platforms and
increasingly in embedded applications. Little work has been performed in establishing a formalization
of these systems. These systems are notable as they require a formalization of the parallel runtime model
that the accelerators provide: correctness of a GPU-based program requires reasoning about shared
memory concurrency, threading, and data parallel operations. Furthermore, these programming models
often co-exist with traditional programming models for the host processor that the accelerator
cooperates with. To make matters even worse, trends driven by the needs of machine learning are
leading to accelerators that provide features like non-standard or reduced precision floating point,
leading to a formalization gap when reasoning about numerical algorithms. Substantial work is
required to raise the level of formalization with respect to accelerator programming models.

MATLAB : The final language in heavy use in science and engineering is MATLAB. A number of
static analysis and formal reasoning projects have focused on MATLAB in the past, but they are often
incomplete. This is in large part due to the opacity of the MATLAB implementation itself: MathWorks
does not provide a formal semantics for MATLAB, so third-party tools that require a formal semantic
model for MATLAB code are limited. Some tools (such as the Grackle symbolic execution engine from
Galois [42]) exist to support verification activities but they are not widely used in the community at this
time.

3.4.2. Compilers and language tooling

In addition to language-specific formalization, it is useful to consider the tooling that support
compilation and static analysis. LLVM has become a standard tool across the computing community
for languages work. Unfortunately, LLVM has limited existing formal semantics for the LLVM IR that
all LLVM-based compilers, compiler optimizations, and back-ends must speak. Some efforts have been
made to formalize optimizations (e.g., the Alive project [80]) but are currently limited with respect to
proofs of correctness when considering composed optimizations and the overall compilation process.
LLVM bitcode has been used in some formal verification contexts (e.g., the Galois Crucible symbolic
execution engine [8]), so the level of production-level tooling is slowly rising. Additional research effort
should be supported to provide a more holistic formalization of the entire LLVM project. This will
allow stronger assurance statements to be made about compilers and tools based on LLVM.
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3.4.3. Assembly and architectures

The lowest level of abstraction commonly used in computing before hardware is assembly languages.
These encompass traditional assembly languages (X86, ARM, etc) as well as bytecode-based assemblies
for virtual machines (JVM, .NET). Current CPUs in widespread use unfortunately provide limited (if
any) formal semantics for the actual execution of assembly code. For example, while the semantics of an
individual X86 instruction may be established for an abstract X86 processor, the actual semantics with
respect to details like speculative execution, executed microcode instructions, interactions with caches
and cache coherence protocols, and so on, are all opaque to end users. This has spurred significant
interest in open architectures like RISC-V where the semantics can be defined all the way down to the
hardware implementation. There has been promising work on building a machine interpretable formal
semantics for RISC-V [45] (mentioned further in Section 4.1), but we still have a gap when it comes to
semantics for other architectures in widespread use. There have been efforts to formalize x86 as early as
2004 with VeryPCC [123], as well as more recent work [28, 49, 38] in both the Coq and Isabelle/HOL
proof assistants in support of proof-carrying code research, but these have limited usability in any
production setting.

The microprocessor industry has a longer history than most areas of computing in the application of
formal verification tools to hardware design. This was motivated by the extreme cost of hardware
defects, the most commonly cited example being the floating point defect that shipped in the Pentium
processor in the mid 1990s [34]. A substantial amount of formalization work has been performed by
hardware vendors including AMD and Motorola using the ACL2 system [105]. This work in ACL2
has been applied to a number of hardware designs that have shipped in commercial processors by these
vendors, many of which are acknowledged publicly by the vendors (even if the corresponding
verification artifacts are not available). The largest issue with these formalizations is the style by which
the formalization was performed. Approaches common in formal verification (such as those used by
CompCert and VST) adopt a minimal kernel model (the de Bruijn criterion described in Section 1.2.3)
to reduce the trusted code base and the scale of the logic that must be manually verified. ACL2 and
related systems instead adopt a much larger kernel—in some cases, all of ANSI Common Lisp.

Interestingly, the bytecode-based languages have had some levels of formalization and verification.
Bytecode verification is established as part of the Java language specification and is used to ensure that
bytecode meets specific security and safety constraints prior to execution [18]. This is intended to
capture defects or malicious intent in the compilation process or in the intervening path from compiler
to execution environment. Much of this work has focuses on a limited degree of formalization of
bytecode at the level of datatypes and stack usage. Given the prevalence of these bytecode-based
languages in commercial software used across the DOE/NNSA complex, additional formalization is
important for raising the assurance bar for this software.

3.5. New Programming Paradigms

In this section, we describe future research directions in the area of programming languages. Better
assurance could be provided by research into subsets of existing modern programming languages, and
also by the development of new domain-specific languages.
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3.5.1. Model-Based System Design

While maintaining existing codebases is a large part of the tri-labs work, there is also a need for
future-looking, more flexible programs. Especially in embedded applications, the MBSD artifact as an
executable formal model (such as a state chart) could be the primary artifact, from which code and other
properties are generated. Research into better MBSD-based approaches could introduce higher levels of
abstraction, thus making implementation details such as the embedded programming language (such as
C or Rust) mostly automated, akin to how hand-written assembly is rare in modern codebases.

3.5.2. Domain-Specific Languages

Domain-specific languages (DSLs) offer the potential to limit the scope of supported features, which
can make a language both more expressive in its domain as well as simplify verification tasks. DSLs or
embedded DSLs have seen success in some fields (e.g., Cryptol or Halide [101]), but have problems with
expressivity and maintenance. The expressivity problem often arises when DSLs are used outside of
their original intent. In particular, practical considerations such as foreign function interfaces or
nonstandard data structures become either awkward or impossible to express in these DSLs; moreover,
these problems tend to get worse as a project evolves unless scoping is deliberate and already
well-established. For example, Q Framework uses MathWorks Simulink/Stateflow as its state chart
front-end, but the limitations of Matlab’s APIs and programming language semantics have caused extra
developer time to be spent developing circuitous workarounds. Maintenance problems arise since DSLs
typically do not have the same institutional investment as mature, general-purpose languages.

Potential research directions for DSLs include: development of annotation languages for verification
(such as ANSI/ISO C Specification Language (ACSL) used by Frama-C, or Prusti [6] for Rust) and
better formalizations for commonly-used DSLs such as OpenMP, CUDA, Kokkos, or RAJA [12].

3.6. Maturing Open-Source Hardware Design and Verification

Verification of hardware is a priority at the tri-labs; Sandia owns and operates its own semiconductor
fabrication facility called MESA, but this does not mean the labs have perfect control over the hardware
stack: often, hardware vendors have proprietary tooling or deliverables which are either closed-source or
even purposely obfuscated. And so, the tri-labs leverage open-source hardware design and verification
tooling.

One of the main research gaps with respect to verified hardware is the maturity of its tools: in recent
years, (spurred perhaps by the development of the open architecture RISC-V), there has been more
development of open hardware verification tooling. The main issue is that these tools are not yet at the
software maturity necessary for the scale the labs needs; they need to be developed beyond a
research-level software into an industrial focus.

With respect to hardware architectures, RISC-V, the open-source instruction set architecture, is the
only reasonable path for full-stack verification. From a verification perspective, the tri-labs are interested
in developing open-source and formal languages into more mature tools. The tri-labs already use Kôika,
but desire improved scalability, both with the number of gates handled. For example, we can support
about 100,000 gates, but have systems of interest larger than that. Beyond this, SMT solvers are

35



typically optimized for hardware-motivated problems and so often scale poorly. YICES [33] is the only
SMT solver well-suited for hardware. Other considerations include developing better support of out of
nominal behavior. Furthermore, developing Kôika to support clock domains, buses, and other modern
features could help bring its feature set on par with proprietary solutions.

Hardware design presents challenging issues with trace-and-route. One open-source project which
begins to solve this problem is Triton Route [56]. The labs are interested in developing into a more
mature environment.

Another challenging issues in hardware verification is the hardware provenance and supply chain issues:
physical hardware is less inspectable, but may still be possible to tear down. NNSA labs are thus
interested in chain of trust for fabrications, hardware masks, bills of materials, and other supply-chain
concerns. One of the later steps of hardware fabrication converting from a netlist into a mask, which are
still made using commercial tools. One potential solution to this issue which would still allow the use of
commercial tools would be development of proof-carrying code with netlists.

Beyond the facilities at MESA, Skywater [44] is an open-source process design kit and has been used
with Xyce [57]. Further research into the Skywater workflow could establish better chain-of-trust for all
stages of hardware development.

Lastly, there may be situations where there is no feasible path other than untrusted hardware. Research
into verifiable computing (e.g., a trusted co-processor with an untrusted component) could help
improve assurance.

3.7. Cybersecurity and Cryptography

Developing cryptography that is secure even in the presence of potential quantum computers, called
Post Quantum Cryptography (PQC), is an active area of research [1, 9, 25, 26]. But just because a PQC
algorithm is secure against quantum computers in theory, it may not be secure against classical
computers. Proving absence of these types of vulnerabilities (without even counting implementation
bugs) is also rapidly developing [93, 22, 82, 14], motivated in part by the National Institute of
Standards and Technology (NIST) PQC standardization efforts, which began in 2016. As of early
2024, the competition is in its third (of four) rounds of algorithm selection [87], wherein algorithms
are being carefully evaluated for their robustness and correctness. All the proposed PQC algorithms are
probabilistic in nature, and so investment into probabilistic programming languages could improve
reasoning techniques.

Another interest of the tri-labs is security of Operational Technology (OT). Many traditional
cybersecurity contexts assume some properties about a computer system such as their ability to be
updated, or are networked with modern (i.e., TCP/IP) protocols. Even if these do not hold for many
systems in use today, OT still often lags behind other computer systems by decades.

In addition to OT, other infrastructure-related devices such as protocol gateways, routers, and switches,
are increasingly relied upon for critical infrastructure systems. These have similar concerns with OT in
that they have high reliability requirements and may not be easily to replace or update. Incorporating
formal methods, and in particular cybersecurity requirements, early in the development lifecycle would
benefit OT assurance and cybersecurity.
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Two themes of infrastructure and other cybersecurity-related concerns are of early-adoption of formal
methods techniques and improved modeling. Because these infrastructure-related systems are not easily
updated, the cost for errors is much higher. One of the key benefits that formal methods has established
in the tri-labs portfolio is its ability to catch more errors earlier-on in the development lifecycle. While
adversarial behaviors may not be reducible to a simple mathematical model, better modeling (such as
threat models or informed algorithmic input generation) can further produce guidelines of where to
focus cybersecurity testing and hardening efforts [35].

These concerns cannot be mentioned without issues of scoping and responsibility: the sheer amount of
IT/OT systems in deployment for the tri-labs (and the United States in general) produces a challenging
problem of how to identify the needs and responsibilities of interested parties. Thus, more effort at the
policy and procurement level could be effective, for example, ensuring standardizations for Software
Bills of Material (SBOMs) in procurement, semantic matching of software packages (e.g., between
trusted source code and binary distributions), and secure root-of-trust.

Other research gaps in the cybersecurity space are those of formal threat modeling. For example,
cybersecurity properties may look different from traditional safety or liveness properties. Work in the
areas of hyperproperties, observational equivalences between protocols, and composable proofs of
security have been investigated, but these techniques do not have adequate tooling investment to be
used in situations other than bespoke, labor-intensive solutions. Because of this, proprietary
cybersecurity solutions are often advertised without any assurance guarantees, but instead charge for
services akin to software linters, which prove merely syntactic guarantees about software which do not
correlate with a lack of cybersecurity vulnerabilities.

Some potential strategies these gaps in cybersecurity threat modeling could be addressed are with
automata learning (such as building state machine-based adversarial models), sound state compression
to handle scalability limitations of threat modeling, and abstract interpretation from binaries.

3.8. Collaborations

The NNSA labs already have established university connections, such as university partnership
programs and the Predictive Science Academic Alliance Program, but we have identified several
opportunities to improve these collaborations.

One consideration which consistently requires revisiting is selection of research topics. For example, as
mentioned in Section 3.4.1.3, better formalization of Rust could include a formally-verified Rust
compiler. However, this would require a huge undertaking with many person-years of development.
While some of this is relevant to universities and could result in publications or dissertations, much of it
requires development work not well-suited towards PhDs. However, funding this work through
NNSA-lab scientist time may be prohibitively expensive. Investigating the best paths forward, or
pursuing other avenues for progress would be valuable to the community as a whole.

Other scientists have appreciated transfer of ideas, for example through regular discussions with
vendors, such as US-based technology companies or international institutions such as CEA-List in
France, are valuable and help connect the tri-labs with the broader formal methods community.
Likewise, potential partnerships with European agencies are incredibly valuable because of the large
formal methods community in Europe (In particular, French organizations maintain many FM and
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FM-adjacent tools, including Why3, Coq, Frama-C, CompCert, and OCaml, just to name a few. The
United States has Cooperative Research and Development Agreement (CRADAs) with both the
United Kingdom and France; US and UK host Joint Working Groups (JOWOGs) to share information
across the DOE and Atomic Weapons Establishment. We believe the already-established CRADAs with
France and the UK could be better-utilized in the formal methods space.

Beyond existing CRADAs with governmental organizations, the tri-labs sees opportunities for better
open university collaborations, which could facilitate work with with US citizens and foreign nationals
in US universities, as well as foreign universities. At times the open/closed information delineation
requires extra effort up-front to ensure all materials can be publicly released; this overhead can stymie
good science. Motivations to assuage this process are twofold: for one, academics are increasingly
expected to make their results publicly accessible, and so a sensitive/nonsensitive distinction is already
being required even for domestic students, and second, programs where this has been done, such as
ASC’s Predictive Science Academic Alliance Program (PSAAP), have demonstrated the value of this
up-front effort. Another benefit of these university collaborations is to encourage a robust recruitment
program, especially considering companies such as Amazon have a large demand for formal methods
researchers.

Beyond well-established allies, modern open-source software comes from worldwide sources. Tri-labs
are interested in establishing better protocols for software provenance. We have identified challenges
with using software whose maintainers have emails ending in .ru, for example, and processes for
sharing code between labs, within labs, and externally could be simplified while improving security.

Open examples and benchmark suites are common in HPC codebases [24] and formal methods could
benefit from similar investment. For example, many binary analysis problems at the scale which the labs
must deal with are not tackled by academics because of their complexity, and the challenge of
publishing these results (which can be seen as “experience reports” or “engineering effort” and not
publishable research), especially for C or C++ codebases.

Concrete steps to achieve these collaborations include building open surrogate models and
benchmarks, cutting red tape for university collaborations, and using CRADAs which exist in theory,
but are underused in practice.

3.9. Tool Usability

The usability of formal methods tools underpins every research opportunity mentioned above. Other
sections reference specific usability concerns; here, we highlight general considerations, including
practical concerns, tool choice, interpretability, and scalability. Addressing barriers to tool usability is
essential to the tri-lab mission of enabling further formal methods research.

3.9.1. Usability as a Formal Methods Issue

The problem of tool usability may at first seem to fall squarely within the domain of software
development. While not altogether incorrect, this distinction belies the relevance of usability to formal
methods. The usability of tools is a complex problem that must take into account various aspects of
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formal methods, including programming language design, human-computer interaction, logical
constraints like the decidability of a proof obligation, and more.

Due to these factors, the formal methods tools that tri-lab scientists use are often tailored to a specific
software system or problem domain. One example at Sandia is Q Framework (Section 2.1.5), which uses
Frama-C to specify and verify properties of programs. To fulfill mission deliverables, Sandia scientists
have restricted their focus to C programs that closely match common MBSD design paradigms, namely
the event loop design pattern. Their need to restrict the problem domain to match the capabilities of
the tools at hand illustrates the critical relationship between usability and formal methods research.
However, some restriction is always necessary: one theorem from the foundations of computing, Rice’s
Theorem, states that in general it is undecidable to prove “nontrivial2” properties about a given
computer program [102].

While usability is a formal methods problem, there is no universal solution that fits all needs at the
tri-labs. Some codebases are best suited for lightweight formal methods to detect common classes of
mistakes, others can leverage domain-specific tooling, and the most high-consequence applications
demand more rigorous, in-depth verification, such as full proofs of correctness in Coq. Ultimately, the
usability of formal methods tools will be highly dependent on the context in which they are applied.
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Figure 3-2.: The landscape of formal verification, as described by Leroy [73]
(recreated in Pollard [97]). The Holy Grail point represents verification that takes
no manual effort without decreasing the strength of claims, which is desirable but

unattainable.

3.9.2. Practical Concerns

Formal verification efforts often take upwards of fifteen times the person-hours as the original
development [62]. The tri-labs is interested in vastly decreasing the time expended on verification. One
possible way of achieving this outcome is integrating verification into an earlier part of the development

2Put slightly more technically, Rice’s theorem is extensional. Properties such as “What is the size of the computer program”
or “does a given program typecheck” can be decided; what precisely makes a property nontrivial is beyond the scope of
this report.
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lifecycle through model-based system design, more powerful type systems, design-by-contract, better
specification generation, and lightweight formal methods tools like Alloy [53]. In addition to
integration, the verification feedback loop must be made more “pleasant” so that formal verification
tools get more use. This shift will likely require increasing the interpretability of tool output,
mentioned below.

The changes proposed above would prove helpful to both formal methods experts and non-experts. For
non-experts, a critical barrier is lack of familiarity with formal methods-specific tools. A workaround
may be domain-specific languages (DSLs), discussed in Section 3.5.2.

3.9.3. Tool Choice

A key aspect of usability is choosing the right tool for the right problem. One primary way that
verification tools differ is in their degree of automation. Automation enables a tool to automatically
check programs for the preservation of certain (potentially automatically-discovered) properties with
little guidance from the user. This enhanced usability typically comes at a cost of decreased expressivity
of guarantees that can be made about the program. In comparison, manual approaches require users to
not just specify properties but write proofs that the properties hold. This is the approach taken by VST,
for example, 3 and manual approaches allow for developers to use the full power of mathematics and
expert reasoning. The variety of projects at the tri-labs necessitates the use of verification tools with
varying degrees of automation and expressivity.

Figure 3-3.: An Emacs interface to The Coq proof assistant. The interface is
similar to a debugger, with the proof script on the left and the current proof state
after the highlighted section on the right. This particular theorem is an auxiliary

lemma about verifying a C code implementation of matrix algebra.

Proof assistants are a commonly used verification tool that typically have few automated capabilities but
allow for high degrees of expressivity. For example, Coq is known as an interactive theorem prover; its

3VST has some limited automation but generally requires a large amount of developer time and expertise.
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interface is shown in Figure 3-3. This particular tradeoff introduces the challenge of proof repair: small
changes in the implementation often require large rewrites to the structure of proofs [103]. Better proof
automation and search could help this, as well as using AI/ML to have more powerful proof search and
heuristics. Provided the trusted computing base is small, 4 sophisticated proof search could be safely
performed without affecting the trust of the system.

On the other side of the automation spectrum are program logics like Frama-C, which achieve greater
automation through powerful and interoperable abstract interpretation capabilities but do not offer the
same assurance and soundness arguments provided by more manual tools like VST. Future investment
in developing better soundness arguments for automated tools such as Frama-C, or better automation
capabilities for tools like VST, would vastly improve developer productivity while also making proofs
more robust to change.

3.9.4. Interpretability

A common obstacle to working with formal methods tools is the interpretability of their output, which
often consists of low-level logical statements or errors that are difficult to connect to their
corresponding high-level specification language or code. The lack of interpretability leads to increased
time and effort invested in understanding and debugging these tools, diminishing usability. We provide
an example with Frama-C, but this challenge remains in many other tools.

Frama-C takes C code and a specification as input. These properties get translated into an intermediate
language, optimized to achieve better scalability, and dispatched to external solvers as verification
conditions. These solvers can return one of three verdicts: unsatisfiable (which, because of the way
propositions are formulated, typically represents valid conditions), satisfiable (with a counterexample),
or a timeout. Regardless of the verdict reached by Frama-C, the default output offers little insight into
how or why it reached a certain conclusion, limiting the tool’s interpretability. Frama C’s opaque nature
is especially challenging when proof goals fail, as the user has to check both the specification and the
implementation for a bug. A possible solution that could increase interpretability is counterexample
generation, which analysts could understand more easily than the output of complex FM tools.

3.9.5. Scalability

As mentioned in Section 2.1.2, the challenges encountered in large-scale proof efforts push the limits of
existing proof tools, which increases the level of effort required to achieve scalability. As an example,
consider the limitations encountered by the Sandia team when verifying the cryptographic root-of-trust
in the proof theory of interaction trees. Interaction trees are coinductive specifications of possibly
infinite streams of behaviors. Using Coq and the Verified Software Toolchain (VST), the Sandia team
demonstrated that the interaction trees produced by their embedded software was observably
equivalent to the acceptable, specified collection of interaction trees. To prove this equivalence,
researchers had to substantially extend existing proof rules for interaction trees and custom-build
libraries for VST and Coq, illustrating the scalability limitations of existing verification tools.
Developing more robust proof tactics and modular libraries could decrease the effort needed to make
existing verification approaches scalable.

4It is generally accepted in the proof assistant community that Coq and HOL4 satisfy the de Bruijn criterion [113].
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3.9.6. DARPA PROVERS

The concerns mentioned above provide support for the idea of validation workflows, wherein the
usability, scalability, and trustworthiness of tools are evaluated together. DARPA PROVERS is a
project to address the scalability concerns with formal methods [81]. Sandia is involved with scaling
formal methods tools, developing metrics, and evaluating new approaches for formal methods. This
project is currently in its first year but aims to improve upon existing formal methods tools as well as
develop new tools. The success of this project would produce tools that are widely used and
well-maintained while also lowering the barrier to entry for formal methods.

3.10. Formalized Numerics and Floating-Point

Researchers at Sandia and LLNL have identified the need for tools that verify the numerical behavior of
floating-point computations in several domains. As mentioned in Sections 2.1.9 and 2.1.11, developing
better tools for formally verifying numerical programs could have a large impact on the trustworthiness
of both embedded systems and large HPC codebases. Furthermore, the increasing heterogeneity of
hardware accelerators and FPGAs has created an increased need for tools that provide parameterized,
generic analyses (i.e., analyses that do not assume a single floating-point representation or numeric
library interface). Extending existing formalizations of floating-point arithmetic [16, 17, 59, 60] for
increased scalability, usability, and support for heterogeneous computing would have broad impact at
the labs, both in embedded system verification and in assurance for HPC modeling and simulation.

The primary formalization of the IEEE-754 standard in the Coq proof assistant is the Flocq library [17].
While this library has been used successfully by experts in numerical analysis [86, 15, 20, 70], it can be
hard to use for non-experts. And, while the design of Flocq is sufficiently generic to apply to a wide
variety of floating-point formats beyond those in the IEEE-754 standard, work should be done to
develop particular formalizations for nonstandard formats, such as those used on GPUs and
low-precision (16-bit or 8-bit) floats used for AI/ML applications. Beyond this, developing tools or
proof libraries that interface with Flocq and can guide non-expert users would encourage further
development.

Formally verifying numerical programs requires the presence of suitable specifications, which don’t
always exist in practice. One example that could benefit from improved specification is Intel’s OneAPI;
by default, it improves performance by using imprecise options for certain floating-point operations. If
a program requires precise models, porting to OneAPI may change the result of a computation, and it
can be time-consuming to determine the provenance of the discrepancy. Automated analysis, or at least
tools for better error tracking, could improve the reliability of porting efforts in the presence of
improved specifications.

Finally, the main challenge of floating-point arithmetic is that the mathematical abstraction—infinitely
precise real number arithmetic—is mapped into a finite precision approximation. There is no good
language support for managing this abstraction, so the onus lies on programmers to understand how
error propagates. The tri-labs would benefit both from automated static analysis of numerical codes
which could identify potentially high-error operations, as well as more feature-rich tools that could, for
example, track real-number semantics alongside floating-point approximations. While there has been
some work in this space related to precision tuning [84, 109], we emphasize the need for tools that
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generate rigorous guarantees and proof certificates.

3.11. Artificial Intelligence

With the explosion of AI—especially Large Language Models (LLM)—in the past 7 years, we again
emphasize the analogy of formal methods providing “guard rails” for AI. The idea of guard rails around
AI is simple to conceptualize, but difficult to implement. Difficulties with formal reasoning around
modern AI techniques occur because of the size of the models, their complex, high-dimensional input
data, and their problem domains. For example, it is not clear how to formally specify to a autonomous
vehicle when it is safe to continue through an intersection. We claim formal verification around these
topics is worth investment.

There are two ways to think of combining FM and AI: FM for AI and AI for FM. We discuss both in
this section. Successful research in the first direction would result in increasing safety and trust of AI
systems. For example, developing formal models for the input and output space of a large language
model using programming language or FM techniques could ensure classes of output are not generated.
The simplest example of this would be to assign a type checker to the output of an LLM, but more
sophisticated models of output could be developed.

For the second (AI for FM), we note a complementary nature between the rigorous and less flexible
(formal methods) versus the less rigorous and flexible (AI). Our position is that combining AI and FM
can be gestalt, provided the roles are clearly demarcated. In particular, if powerful AI techniques can be
used in situations where users do not need to know from where the solution arose, but only that it is
correct. In particular, situations (such as NP-complete problems) where the solution can be checked
quickly using a trusted verifier provide the best opportunities. One example relevant to the FM
community is proof search [128]: formal proof requires a large development effort that can benefit
from better tools.

Another example of using AI for FM are in the heuristics for SMT solvers. To give some context,
modern SMT solvers work in practice for large-scale problems because many heuristics have been
implemented which can drastically reduce a problem search space. As a counter-point, machine-learned
models can produce shockingly bad models for Xyce [57] circuit simulations, which cannot meet
requirements. And so, there remains future research to identify when ML models can be effective and
when they cannot.

Another area for improvement for generative AI are the lack of good specifications. AI/ML systems are
often tasked with generating input based on poor specifications, and even when specifications are
clarified (using in-depth prompt generation or pre-trained models tuned to particular domains), these
are probabilistic in nature and provide no guarantees. Addressing this challenge could improve the
accuracy of models for domains where there are good specifications (i.e., where notions of “correctness”
are well-posed).

Because the tri-labs has a responsibility to safeguard national security, researchers here are concerned
with adversarial issues related to AI. Modern AI systems often have limitations in accurately reporting
their capabilities (for example, adversarial input generation can trick algorithms into providing incorrect
answers they predict with high probability). We propose research into smaller examples that can address
these challenges, such as developing polyhedral abstract domains that can constrain output spaces.
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There remains challenges to scale these up to larger problems, but research in this area could be a start
towards verifying larger and more complex AI systems.

We mention here the hallucination problem of AI, and in particular, LLMs. This refers to the tendency
of LLMs to generate incorrect or nonsense outputs without any understanding of whether these
statements are correct. A primary issue of the hallucination problem is LLMs, unlike a human, cannot
provide a chain of reasoning to explain an output. In some applications, constraining input to a
particular domain at first may seem like a potential solution. For example, suppose an LLM is
constrained to only generate valid Rust programs, and this is confirmed with a compiler. However, this
constraint is merely syntactical: semantic (behavioral) correctness is a much a harder—in fact, it is an
undecidable—problem. It is not possible to solve this problem in the general case, but research into
particular domains could be valuable.

Other solutions to this hallucination problem could be sandboxing, wherein the “sandbox” refers to
constraining output into a known, formally-verified domain. This is used in autonomous control
systems (a list of projects is maintained by DARPA [27]) and could be extended to other domains.

Other areas that LLMs have historically shown to be effective are in knowledge acquisition search [76],
such as compiling and formalizing the results of a large quantity of technical documentation. These
classes of problems are more limited in scope, but there remains research in both requirement
specification and modeling, as well as usability. In the space of knowledge acquisition, it remains to be
seen whether automated tools actually accelerate developer effort, or if the hallucination problem of AI
systems could have the opposite effect of the guard rails we have previously mentioned. To be more
specific, it is unknown whether solutions provided by LLMs in a technical space may cast more doubt
on an analysts’ understanding, and if this doubt is productive (in the case that the analyst had a
misunderstanding of the system under scrutiny) or a waste of time (in the case the LLM is wrong).

Commonly-used datasets for model training could also be better-scrutinized. Because these are so
common in AI/ML systems, they could potentially be exploited for adversarial uses. Because AI/ML
systems cannot produce anything new but only model data from training sets, analysis of these training
sets could provide insight into potential gaps or underrepresented samples.
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4. EXEMPLARS

While much of the work the tri-labs performs cannot be released to the public for national security
reasons, we outline a few exemplar problems that capture some key features of tri-labs interests. We note
that many of these problems are open-ended to motivate several potential research directions for
medium and long-term projects relevant to tri-lab needs. Compared with Chapter 3, which outlines
broad, high-impact research areas, these exemplars provide more specific problems collaborators can
refer to.

4.1. Further Formalization of C Compiler Toolchains

As mentioned in Section 3.4.1.1, we have identified several opportunities for research in formalizing C
Compilers:

• CompCert’s semantic preservation theorem is not modular. In the presence of libraries compiled
with compilers other than CompCert, and the semantics of linkers is difficult. Extending and
modularizing CompCert’s theorems would be valuable to scale semantic preservation to larger
codebases.

• CompCert has limited optimizations. Further work on CompCert and its model of memory cells
could allow large classes of verified optimizations and, within this formally-verified environment,
permit aggressive optimization search.

• Sail [45] has been used to specify instruction set architectures (ISAs) and is the canonical
representation for RISC-V as well as newer versions of ARM. While Sail can be used to generate
Coq, the code is not usable with existing tools (such as CompCert) without further
development. Linking Sail semantics of ISAs could provide better models of ISAs to CompCert.
However, CompCert’s assembly model is based off an infinite memory model, which means
there is no refinement to a real, finite-memory machine.

4.2. Formal Programming Language Specifications

As mentioned in Section 3.4, machine-checkable language semantics can be useful for improving trust
in computer systems. However, beyond just rubber-stamping “formalization,” useful language
specification efforts require interoperability with existing tools. Therefore, when we mention “formal
language semantics” integration, we refer the reader to our discussion in Section 3.4.1.3 about the
differences between the use-cases and challenges of C versus C++ from a verification perspective.

In any case, these are programming languages and models used at the labs where formalization efforts
would have high-impact:
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• Rust (see discussion about this in Section 3.4.1.3)

• Python

• .NET

• Java

• High-performance computing (HPC) libraries such as Kokkos, OpenMP, CUDA.

4.3. Numerical Analysis on Next-Generation Accelerators

As HPC demands in modeling, simulation, and AI/ML progress, the tri-labs need faster, more efficient
computational capabilities. Extending assurance arguments for HPC applications into the next decade
requires support for the increasingly heterogeneous hardware of future architectures, such as
domain-specific accelerators, GPUs, neuromorphic architectures, and Field-programmable gate arrays
(FPGAs).

The IEEE-754 standard for floating-point arithmetic [50] has vastly improved reproducibility of
numerical computations since its original release in 1985. However, hardware is moving ahead of the
standard, in particular with GPUs using non-conforming IEEE 754 arithmetic and datatypes.

Applications of formalized numerics could include:

• automation of formal proofs of numerical software

• numerical precision and numerics-aware compilers

• exception detection for massively-parallel applications.

4.4. Formally-Verified Compiler Optimizations

Work with equality saturation or tools such as Halide and Exo [101, 52] can make writing optimizations
easier and simpler. While both have found success in their application-specific domains, (image
processing and accelerator programming, respectively) neither are designed to handle the massive
feature set required by C++. One research direction would be to develop a limited formal semantics,
not (at first) of the entirety of C++, but relevant subsets such as high-performance or parallel libraries.
Once these semantics have been written down, semantics-preserving translations could more easily be
discovered using new data structures such as equality saturation [124] and verified using formal
techniques. This could open an avenue of “superoptimizers” which can make more aggressive
optimizations that are not obvious without a deep knowledge of the subtleties of a language and target
architecture’s semantics.

Moreover, three lab-relevant optimization directions for research include:

1. Runtime.

2. Binary size.
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3. Ease of analysis. Techniques such as aggressive constant folding and function inlining may result
in larger or slower programs but make binary analysis more tractable.

Direction 2 and 3 typically see less focus in compiler research compared to runtime, but are more
important for embedded or resource-constrained high-consequence applications.

4.5. Formal Verification of a Kalman Filter in C

A Kalman filter is an algorithm that produces and updates estimations of the state of a physical system
using a statistical model of the underlying system including noise and dynamics. Kalman filters have
wide-ranging applications in sensing, navigation, and signal processing. Kalman filters are optimal
estimators, provided their assumptions on the distributions of noise are correct. However, they require
detailed knowledge of the underlying physical system (for example, an understanding how wind
resistance on a moving object has a known physical effect).

Implemented in C, a Kalman filter exemplifies many challenges of verification:

• Linking real-world properties and specifications (such as properties of sensors, noise, and physical
systems) to their C code implementation;

• Formal specification of real-number properties, and their floating-point approximation;

• Mixing of computational kernels within larger control software.

Developing a formally-verified Kalman filter, from its physical representation and the techniques
learned throughout, would benefit the labs in many facets.

4.6. CAN Bus

A CAN, or Controller Area Network, is a vehicle bus standard which allows microcontrollers to
communicate with each other. In particular, there are several interesting research directions regarding a
CAN bus:

• CAN bus as a distributed system; it is important to verify safety and liveness properties of the
many interacting components, as well as ensure noninterference between sub-components.

• How should a CAN bus be formally specified? One can build models of systems using, e.g.,
TLA+, however, it is necessary to model both the components interacting on the CAN bus, the
hardware interface, and the computer programs executing on these components. Permitting
theorems to be stated and mechanically or manually proved for multiple levels of abstraction is
challenging.
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5. CONCLUSION

In this report, we have outlined the formal methods research done at SNL, LLNL, LANL, and NASA
JPL, and identified many research areas and some of the challenges. We then provided a list of example
research questions that are highly-relevant to lab interests. Broadly speaking, the research interests at the
labs related to a better formal understanding of digital systems in the areas of hardware, compilers,
cybersecurity, AI/ML, HPC, programming languages, embedded system verifications, and other formal
methods techniques.

We identified areas where there are already strong verification efforts which can be improved even
further, such as using the VST and CompCert, as well as areas where there remain significant barriers
making verification more difficult, in particular with large HPC codebases and C++. We also identified
areas where AI/ML can help FM, or that FM can help AI/ML, and potential pitfalls for relying on
newer AI systems such as large language models.

Throughout, a running theme of this report is the challenge with tooling and usability of formal
methods. Partly by design, partly by resource constraints, formal methods tools are often sophisticated
and difficult to use. By design, because the intricacies of digital systems results in many complex cases to
consider. By resource constraints, because it is time consuming to encode the large amount of human
expertise and intuition used to reason about software. We hypothesize that investment in tooling and
usability will have large impacts in software assurance, both from proving useful correctness statements
about software, but also in programmer productivity: formal methods can provide “guard rails” to
eliminate large classes of errors and free up developer effort towards solving higher-level problems. We
hope this report provides a roadmap for future researchers in government, academia, and industry to
develop correct, robust, secure software.
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