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Time series classification

 Time series data describe how variables evolve over
time
 Example of time series data: temperature, CPU utilization,
accelerometer data, power voltage/frequency waveforms
e C(Classification

* Examples: predict human/animal behavior, power
disturbances
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Notation

* One time series instance: x € RTXV

* T:#of timestamps (or length)
®* V:#ofvariables

* Time series dataset: X = {X, X, ..., Xy} € RV*T>V
* N:#ofinstances (or samples)

* Time series classification

* Input: (X, Y) where X € RV*TXV and Y € R" each x; corresponds to a
label y;

* Qutput a model f: X->Y (to make predictions for future X’)
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Existing Solutions
e Convolutional Neural Networks (CNNs) based models
(e.g., [17, 19, 22])

* Long Short-Term Memory (LSTM) and Gated

Recurrent Unit (GRU) based models (e.g., [5, 9, 13,
14])

* [Introduction of attention mechanism [2]
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Problems with Existing Models — Toy Data

No-growth: A company with

stable stock prices
——no-growth down-growth =—up-growth

10 Down-growth:

A company with stock price
decreasing.

Up-growth:
< A company with stock price
increasing.

A subsequence of a time series sequence can be more helpful to differentiate an instance
from belonging to one class to belonging to other classes.
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Challenges

To leverage Class-Specific Features (CSF) in neural network (NN)

1. How to accurately identify CSF information
a. CSF are used to separate one class from the rest of classes
b. A general significant features may not be a good CSF.

2. How to leverage label information
a. The label information is not well studied in most NN models
b. Label information is not available during testing
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Class-Specific Attention (CSA) Module

* Propose a CSA module which can be embedded in most NN
models without post-processing and retraining

* One model can learn class-specific features and make
classifications

BE BOLD. Shape the Future.




Class-Specific Attention (CSA) Module
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Improved: Class-Specific Attention (CSA) Module

Class-Specific Attention (CSA) Module
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Improved: Class-Specific Attention (CSA) Module

Wgo € R fe

£ c RNxTxF

Training Labels

QC c RC’xTxFa

Q = RNxTxFa >
FxF,
RF Wk eR P e Training Labels‘

C Duplications

ICC c RCxTxFa

S c RC’xTxT
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Improved: Class-Specific Attention (CSA) Module

Class differentiation (CD) component

SC=8.+|S. -S|
Sc RC’xTxT ~ SC c RCxTxT

SoftMaxy

AC c RCxTxT ;GZ) } OCSA c RNxCxTxF
VC c RNXC’XTXF
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Major design differences

® Class specific features

® CSAis designed to learn the class-specific features in the training stage and preserve

these features in the hidden query space.

The design of the query space can be directly utilized in the testing stage without
knowing the class labels of testing instances.

® Attention value calculation

® Typical attention mechanisms calculate attention values by using the similarity between

the key features and the query features

In contrast, attention calculation in the CSA module differentiates the importance of
class-specific features from other features.
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Experiments: Effectiveness on UTS datasets

1. Datasets: 40 benchmark datasets (28 MTS and 12 UTS)

2. Baseline models

Fully Convolutional Networks (FCN) [17]

Multivariate Long Short-Term Memory (MLSTM) [9]
MLSTM-FCN [11]

. Convolutional Neural Networks with Attention (CNN-ATN) [6]
e. TapNet (with Class-Specific features) [20]

00T

3. Measurements
a. Improvements that Model (A) has over Model (B)

Acc, — Acc
AI(A, B) = —2~ &

Accp
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Experiments: Effectiveness on MTS datasets

Datasets || AlfeN |A1MLsTM{AIMLSTAf—FCWTapNeWCNN—ATN Datasets || AlrcN IAIMLSTM{AIMLSTM-FCA*AITapNerlAICNN-A’[N
ArtWordRec 0.204 | 4.902 1.029 | 0.816 | 0.407 LSST 2.703 | 0379 | 5.283 42.667| 1.506
BasicMotions -0.207 | 0.948 | 0.207 |-0.600 | 1.833 Libras 0.443 |28.261| -0.442 |3.797 | 0.000
CharTraj 0.000 | 0.616 | 0.403 | 0.000 | 0.000 MotorImagery 1.250 | 2.632 0.000 | -3.459 =
Cricket 0.000 |0.568 | 2.050 |-1.895| 2.228 NATOPS 1354 | 3.535 1.814 0.000 | 0.423
DuckDuckGeese || 3.514 |3.274 | 1.662 | -6.630 . PEMS-SF 1720 |22.222| 1.724 | 0.000 &
EigenWorms 1.471 0.000 9.125 -3.333 - PenDigits -0.203 0.000 0.000 0.000 0.000
Epilepsy 6.045 |3.003 | 1157 |-5517| 0.421 Phoneme 4.545 | 6.000 | 18.750 |31.707| -
EthanolConc 5449 | 1.170 | 5.145 |13.043| -1.923 RacketSports 3.476 | 1542 | 4416 15909 0.000
FaceDetection 0.000 | 0.692 1.079 1.423 s SelfRegSCP1 0.229 | 0.668 0.452 -13.587| 5.783
FingerMovements| 1.235 | 0.000 | 0.000 | 3.583 | 2.990 SelfRegSCP2 3.169 | 4.196 | 0000 | 2.076 | 2.198
HandMovement || 4.274 |11.892| 5.579 |12.069| 4.739 SpokenArab 0.821 | 0.000 | 0.407 | 0.000 [ 0.000
Handwriting 1408 |7.692 | 4.965 40.404| 0.676 StandWalkJump || 0.000 | -5.780 | -3.271 |15.748| -
Heartbeat 0.739 | 0.244 0.741 -2.139 0.000 UWaveGesture -0.962 | 0.737 -0.260 -0.907 | -0.477
InsectWingbeat || 27.778 | 0.000 | 17.241 - - Wins 21/28 | 22/28 | 21/28 | 13/27] 1120
JapaneseVowels || 0.907 | 1.493 | 0.215 |0.405 | 0.000 Average 2.549 | 3.603 | 2.838 | 5.392| 1.040
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Experiments: Effectiveness on UTS datasets

Datasets || Alren |AILsTMATLsTM-FONATTapNedAICNN-ATN
Medicallmages 0.253 (11.111 0.509 0.267 1.044
MelPedestrian 0.909 (8.434| 0.251 3.788 1.412

MidPhalanxoutGrp|| 5.298 |35.514 -0.323 | 0.608 | 2.096
MidPhalanxoutCor|| 0.246 | 0.000 | 0.247 | 0.474 | 0.242

MidPhalanxtw 0.000 |20.961] 3.200 |-1.294| 0.370
OsuLeaf 0.828 | 0.000 | 1.245 1.029 | 2.004
PhalangesCor 0.249 (0.000| 1.003 | 2.332 | 1.985
Powercons 0.432 |(1.277| 0.648 1.695 | 1.089

ProximalPhaGrp 0.955 |25.085 0.238 | -0.234| 0.235
ProximalPhaCor 2.128 |4.348| 3.118 | 0.671 | -1.089

ProximalPhaTw -2.151 |12.262, 3.261 | 0.756 | 1.222
RefrigerationDev || -0.769 |13.725 1.515 | 0.000 | -2.405
Wins 9/12 | 9/12 | 1112 | 9/12 | 10/12
Average 0.644 |11.251 1.175 | 0.776 | 0.631
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Experiments: Effectiveness on UTS datasets
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Conclusions

® We present a class-specific attention (CSA) module to improve the
classification performance of neural network models for time series
classification.

® CSA identifies class-specific features leveraging training labels, while
avoiding the need to access label information during testing phase.

® This is the first attention design that leverages the class label information
in the hidden layers to generate class-specific features.

® The CSA module was embedded to five state-of-the-art time series
classification NN models and tested on 40 benchmark datasets to
demonstrate its superiority.
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Q&A

Feel free to check our paper [1] if you have any
guestions.
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Symbol Meaning

# of instances in a TS dataset

# of distinct classes in a dataset

# of variables in a TS dataset

# of time points of one time series in X

Feature matrix from hidden layers

# of features at each time point in X

# of features in the hidden key and query spaces
# of instances in one batch

Wl MmN <O 2Z

Table 1: Symbols used in this paper
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Algorithm 1 CSA_Calculation

Input: £ € RVPY, feature tensor from the hidden layers

Output: Ocsa € RNCXIXF . faature tensor adjusted using class-specific

[ S I S e N e e
I 00 W R e

W0 Neh o tn oy oo

attention
K = L - Wi where Wx € RF*fa
Q = L - Wp where Wp € RF*fa
Initialize K¢ € ROTF, Q€ ¢ ROTF
for each class label ¢ do
L. = all the instances belonging to class c.
KE [c,:] = average(K[ Ly, :]) on the first dimension
Q€ [c,::] = average(Q[ L., :]) on the first dimension
end for
S = K€ . (Q°)T where S € RE*T*T
Initialize S¢ € R&T*T

: for each class label ¢ do

Sc = S[C, s :]

SUM(S)-8¢
Sc="Cq
SC[c,:,:] =S, +abs(S, - S..)

. end for

A€ = SoftMax(8€) € R&T*T

YV = £ - Wy, where Wy € RFXF

VC = shape C copies of V to RNXCXTxF
L€ = shape C copies of £ to RN*C*TxF
Ocsa = LE + o x (&€ - V©)

: return Ocsa




Testing stage

* The class-specific features OCSA for a testing instance are

calculated by directly utilizing the global class-specific attention
A¢ and the value features of this instance.

Note that the testing instance does not need any class label to leverage
class-specific attention.

* Next, these class-specific features O, are passed to the
specially designed fully connected layer described above to
make class predictions.
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