
Class-Specific Attention (CSA) for 
Time-Series Classification

Yifan Hao, Huiping Cao, K. Selçuk Candan, 
Jiefei Liu, Huiying Chen

Presenter: Huiping Cao
Department of Computer Science

New Mexico State University
2023 ML/DL workshop



Time series classification
• Time series data describe how variables evolve over 

time
• Example of time series data: temperature, CPU utilization, 

accelerometer data, power voltage/frequency waveforms

• Classification
• Examples: predict human/animal behavior, power 

disturbances



Notation
• One time series instance: x ∈ 𝑅!×#

• T: # of timestamps (or length)
• V: # of variables

• Time series dataset: X = {x1, x2, …, xN} ∈ 	𝑅$×!×#
• N: # of instances (or samples)

• Time series classification
• Input: (X, Y) where 𝑋 ∈ 𝑅!×#×$	 and 𝑌 ∈ 𝑅!	each xi corresponds to a 

label yi
• Output a model f: X-> Y (to make predictions for future X’)



Existing Solutions
• Convolutional Neural Networks (CNNs) based models 

(e.g., [17, 19, 22])
• Long Short-Term Memory (LSTM) and Gated 

Recurrent Unit (GRU) based models (e.g., [5, 9, 13, 
14])

• Introduction of attention mechanism [2]



Problems with Existing Models – Toy Data

A subsequence of a time series sequence can be more helpful to differentiate an instance 
from belonging to one class to belonging to other classes.

No-growth: A company with 
stable stock prices

Down-growth: 
A company with stock price 
decreasing.

Up-growth: 
A company with stock price 
increasing.



Challenges
To leverage Class-Specific Features (CSF) in neural network (NN)
1. How to accurately identify CSF information

a. CSF are used to separate one class from the rest of classes
b. A general significant features may not be a good CSF.

2. How to leverage label information
a. The label information is not well studied in most NN models 
b. Label information is not available during testing
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Class-Specific Attention (CSA) Module

• Propose a CSA module which can be embedded in most NN 
models without post-processing and retraining

• One model can learn class-specific features and make 
classifications
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Class-Specific Attention (CSA) Module
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Improved: Class-Specific Attention (CSA) Module
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Improved: Class-Specific Attention (CSA) Module
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Improved: Class-Specific Attention (CSA) Module
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Major design differences
• Class specific features

• CSA is designed to learn the class-specific features in the training stage and preserve 
these features in the hidden query space. 

• The design of the query space can be directly utilized in the testing stage without 
knowing the class labels of testing instances. 

• Attention value calculation
• Typical attention mechanisms calculate attention values by using the similarity between 

the key features and the query features 
• In contrast, attention calculation in the CSA module differentiates the importance of 

class-specific features from other features.



Experiments: Effectiveness on UTS datasets
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1. Datasets: 40 benchmark datasets (28 MTS and 12 UTS)
2. Baseline models

a. Fully Convolutional Networks (FCN) [17]
b. Multivariate Long Short-Term Memory (MLSTM) [9]
c. MLSTM-FCN [11]
d. Convolutional Neural Networks with Attention (CNN-ATN) [6]
e. TapNet (with Class-Specific features) [20]

3. Measurements
a. Improvements that Model (A) has over Model (B)

𝐴𝐼(𝐴, 𝐵) =
𝐴𝑐𝑐! − 𝐴𝑐𝑐"

𝐴𝑐𝑐"



Experiments: Effectiveness on MTS datasets
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Experiments: Effectiveness on UTS datasets
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Experiments: Effectiveness on UTS datasets
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Conclusions
• We present a class-specific attention (CSA) module to improve the 

classification performance of neural network models for time series 
classification. 

• CSA identifies class-specific features leveraging training labels, while 
avoiding the need to access label information during testing phase. 

• This is the first attention design that leverages the class label information 
in the hidden layers to generate class-specific features.

• The CSA module was embedded to five state-of-the-art time series 
classification NN models and tested on 40 benchmark datasets to 
demonstrate its superiority. 



Q & A

Feel free to check our paper [1] if you have any 
questions. 
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Testing stage
• The class-specific features O𝐶𝑆𝐴 for a testing instance are 

calculated by directly utilizing the global class-specific attention 
A𝐶 and the value features of this instance. 
• Note that the testing instance does not need any class label to leverage 

class-specific attention. 

• Next, these class-specific features O𝐶𝑆𝐴 are passed to the 
specially designed fully connected layer described above to 
make class predictions.


