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- Suppose we have $N$ state measurements $\rightarrow u_{1}\left(t_{i}\right)$ and $u_{2}\left(t_{i}\right)$ for $i=1,2, \ldots, N$
- Find $\boldsymbol{c}_{i}$ for $i=1,2$ such that

$$
\begin{equation*}
\Theta \boldsymbol{c}_{i}=\dot{\boldsymbol{u}}_{i}, \quad \text { for } i=1,2 \tag{2}
\end{equation*}
$$

where

$$
\Theta=\left[\begin{array}{ccccc}
1 & u_{1}\left(t_{1}\right) & u_{2}\left(t_{1}\right) & u_{1}^{2}\left(t_{1}\right) & \ldots  \tag{3}\\
1 & u_{1}\left(t_{2}\right) & u_{2}\left(t_{2}\right) & u_{1}^{2}\left(t_{2}\right) & \ldots \\
\vdots & \vdots & \vdots & \vdots & \\
1 & u_{1}\left(t_{N}\right) & u_{2}\left(t_{N}\right) & u_{1}^{2}\left(t_{N}\right) & \ldots
\end{array}\right], \quad \dot{\boldsymbol{u}}_{i}=\left[\begin{array}{c}
\dot{u}_{i}\left(t_{1}\right) \\
\dot{u}_{i}\left(t_{2}\right) \\
\vdots \\
\dot{u}_{i}\left(t_{N}\right)
\end{array}\right]
$$

## Existing approaches for coefficient recovery fail at large noise levels

- Sparse identification of nonlinear dynamics (SINDy): Brunton et al. 2016

1. Estimate the derivative, $\dot{\boldsymbol{u}}$, using measurements
2. Assume coefficient vector is sparse
3. Solve the following, using sequential thresholding least squares:
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- Research Question: Can we improve coefficient recovery in the presence of noise?

1. Novel denoising strategy
2. Approach for finding the coefficients/derivative simultaneously.
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& \dot{u}_{1}=u_{2} \\
& \dot{u}_{2}=-u_{1}+\mu u_{2}-\mu u_{1}^{2} u_{2} \tag{6}
\end{align*}
$$

- Example dynamics: $\mu=2, \boldsymbol{u}^{(0)}=[0,1]$
- Noise $\epsilon \sim \mathcal{N}\left(0, \sigma^{2}\right)$, e.g., $\sigma^{2}=0.1$.
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- Use the assumed basis given by the columns of $\Theta$.
- We apply quadrature techniques to

$$
\begin{equation*}
\Theta \boldsymbol{c}=\dot{\boldsymbol{u}} \tag{7}
\end{equation*}
$$

to obtain,

$$
\Phi \boldsymbol{d}=\boldsymbol{u} \quad \text { where } \quad \Phi=\left[\begin{array}{ll}
\mathbf{1} & T \Theta \tag{8}
\end{array}\right] .
$$

- This implies we expect $\boldsymbol{u}$ to be in the column space of $\Phi$.
- Project data onto this expected subspace:

$$
\begin{equation*}
\tilde{\boldsymbol{u}}=P_{\phi} \boldsymbol{u} \tag{9}
\end{equation*}
$$

where $P_{\Phi}$ is projection operator calculated using $\boldsymbol{u}$.

## Projection-based denoising: Results for Van der Pol oscillator
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- Estimate $C$ using projection-based denoising result.
- Find $\gamma$ using the corner point of Pareto curve.

SOCP improves derivative estimation compared with Tikhonov regularization



SOCP improves coefficient estimation compared with Lasso approach



Example prediction results: Van der Pol oscillator $u_{1}$



Example prediction results: Van der Pol oscillator $u_{2}$
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1. Compare approach to other versions of SINDy (i.e, Weak-Sindy).
2. Consider these methods in the context of PDEs.
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## Thank You!

## References

國 Brunton, Steven L. et al. (2016). "Discovering governing equations from data by sparse identification of nonlinear dynamical systems". In: Proceedings of the National Academy of Sciences of the United States of America 113.15, pp. 3932-3937. ISSN: 10916490. DOI: 10.1073/PNAS.1517384113. arXiv: 1509.03580.

