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Abstract

The Next Generation Global Atmosphere Model LDRD project developed a suite of atmosphere
models: a shallow water model, an x-z hydrostatic model, and a 3D hydrostatic model, by using
Albany, a finite element code. Albany provides access to a large suite of leading-edge Sandia high-
performance computing technologies enabled by Trilinos, Dakota, and Sierra. The next-generation
capabilities most relevant to a global atmosphere model are performance portability and embedded
uncertainty quantification (UQ). Performance portability is the capability for a single code base to
run efficiently on diverse set of advanced computing architectures, such as multi-core threading
or GPUs. Embedded UQ refers to simulation algorithms that have been modified to aid in the
quantifying of uncertainties. In our case, this means running multiple samples for an ensemble
concurrently, and reaping certain performance benefits. We demonstrate the effectiveness of these
approaches here as a prelude to introducing them into ACME.
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Nomenclature

• Names and terminology:

ACME Accelerated Climate Model for Energy. This is the DOE climate model sponsored
by BER. It was split off from CESM, which was formerly sponsored by BER, in coop-
eration with NSF.

Aeras The next-generation global atmosphere model developed under this LDRD. Aeras is
actually a suite of atmosphere models: a shallow water model, a 2D x-z hydrostatic
model, and a 3D hydrostatic model.

Albany A finite element code developed at Sandia that utilizes several leading edge Sandia
computational technologies, such as Trilinos, Dakota, and Sierra. Albany is the en-
abling technology for Aeras, which is the global atmosphere model developed under
the auspices of this LDRD. Albany has been used to develop a diverse set of multi-
physics applications, ranging from compressible flows, to land ice, to quantum device
simulators.

BER Biological and Environmental Research office, within the DOE Office of Science.

CAM The Community Atmosphere Model. An umbrella term for a suite of atmosphere
models in both ACME and CESM that can be switched out at the user’s discretion. The
suite of atmosphere models include Eulerian spectral transform, semi-Lagrangian spec-
tral transform, finite volume, and spectral elements. CAM refers to the combination of
both a dynamical core and physics parameterizations.

CAM-SE The Community Atmosphere Model using Spectral Elements. The default atmo-
sphere model in both ACME and CESM, in which the horizontal discretization tech-
nique is spectral elements.

CESM Community Earth System Model. This is a climate model that was formerly co-
sponsored by BER with NSF. The current DOE model, ACME, was split off from this
model.

Concurrent Samples A technique devised as a part of this LDRD in which multiple simula-
tions are run concurrently, obtaining performance gains by amortizing certain common
calculations, consolidating large communication buffers, and providing more work for
processors to perform. Multiple simulations are needed to compute ensembles for UQ.

Dakota A software package that provides optimization and uncertainty quantification ca-
pabilities, developed at Sandia. Dakota provides optimization and UQ capabilities to
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Albany.

Dynamical Core A dynamical core for an atmosphere or ocean model primarily solves the
conservation equations for continuity, momentum and energy, along with tracer advec-
tion. Often abbreviated “dycore.”

Embedded UQ Any UQ technique that requires alteration of the solution algorithm.

HOMME The High-Order Multiscale Modeling Environment. This is a production-quality
atmospheric dynamical core that provides the basis for CAM-SE. Developed initially
at NCAR, HOMME is now primarily developed and maintained at Sandia.

Horizontal For a global atmosphere model, the “horizontal” dimensions refer to a coordi-
nate system that is locally tangent to the surface of the sphere.

HPC High performance computing. Typically refers to modeling and simulation performed
on modern supercomputers.

Kokkos A software package developed at Sandia, and related programming model, that
enables performance portability. Kokkos represents Sandia’s strategy for developing
HPC code that can run efficiently on multiple advanced computing architectures with-
out expensive porting exercises. Kokkos comes as a part of Trilinos, or can be acquired
separately. Aeras performance portability was enabled through Kokkos.

NCAR The National Center for Atmospheric Research in Boulder, Colorado.

Nonhydrostatic Model A global, 3D, atmosphere model, that does not employ hydrostatic
assumptions. This is required for resolutions where grid cells are roughly 10km on a
side or less. Aeras does not have a nonhydrostatic model.

Performance Portability The ability to develop computer codes that run efficiently on mul-
tiple advanced computing architectures without expensive porting exercises.

Phalanx A Trilinos package designed to solve general partial differential equations that
decomposes a complex problem into a number of simpler problems (evaluators) with
managed dependencies.

Physics (Parameterizations) A catch-all term for any sub-models within an atmosphere or
ocean model that are not considered part of the dynamical core. These sub-models
often describe processes that occur on scales smaller than the available resolution, and
so are implemented as parameterizations. Examples include solar radiation, clouds,
aerosols, chemistry, turbulence, etc.

Shallow Water Model A 2D model on the sphere that approximates the atmosphere as a
shallow film of air with a variable thickness. Fluid velocities are assumed constant
along the vertical extent of that thickness for every point on the surface of the sphere.
This is useful for verifying 2D dynamics formulations in the horizontal direction and
the handling of potential singularities at the poles due to the spherical coordinate sys-
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tem. Aeras has a shallow water model.

Sierra An HPC multiphysics application framework developed at Sandia. Many Sierra ca-
pabilities have been extracted from Sierra and combined into a Trilinos package STK
(Sierra Toolkit). Albany depends heavily on the STK meshing capabilities.

STK Sierra Toolkit. Capabilities that have been extracted from Sierra, put into a toolkit,
or package, form, and added to Trilinos. These capabilities include meshing tools,
coupling technologies, transfer operations, etc.

Stokhos A Trilinos package that enables solution of stochastic partial differential equations
via embedded uncertainty quantification techniques.

Trilinos A suite of over 50 high-performance computing packages that provide solvers and
other simulation support capabilities, developed primarily at Sandia. Albany leverages
a significant portion of the capabilities provided by Trilinos.

UQ Uncertainty quantification. The analysis of how uncertainties in input to a model affect
the range and statistics of the outputs of a model.

Vertical For a global atmosphere model, the “vertical” dimension refers to the local direc-
tion perpendicular to the surface of the sphere. Equivalent to the radial direction.

x-z Hydrostatic Model A 2D model with one dimension along the surface of the sphere and
a second dimension in the vertical direction. This is useful for verifying formulations
of vertical coordinate systems. Aeras has an x-z hydrostatic model.

3D Hydrostatic Model A 3D model of the global atmosphere. This is the most common set
of governing equations for the atmosphere in production-level climate models. How-
ever, the hydrostatic assumptions break down at higher resolutions (roughly speaking,
grid cells 10km on a side or less), and for these grids, the non-hydrostatic equations are
required, and are becoming more common. Aeras has a 3D hydrostatic model.

• Variable names from the governing equations and discretization:

a Radius of the earth, 6.37122×106 m

A(η),B(η) Coefficients that define the hybrid vertical coordinate system

di Distance functions in the advection in 3D deformational flow test problem

δ Divergence, equivalent to ∇ ·u

η Non-dimensional vertical coordinate

η̇ Vertical velocity

f Coriolis parameter
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f Mapping function from reference element to a shell element on the sphere

f−1 Mapping function from a shell element on the sphere to the reference element

g Gravity, 9.80616m/s2

(g1,g2) Basis vectors for covariant coordinate system

(g1,g2) Basis vectors for contravariant coordinate system

h Atmospheric thickness in the shallow water equations

hs Surface height of topography

H Fluid surface height, equivalent to h+hs

k̂ Unit vector in the vertical (radial) direction

λ Longitude

ω Total derivative of pressure with respect to time

Ω Rotation rate of the earth, 7.292×10−5s−1

p Pressure, also polynomial degree of spectral elements

φ Geopotential

φs Surface geopotential

ψ Stream function

(rλ ,rθ ) Basis vectors for spherical coordinates

r In shallow water test cases, the great circle distance from a test feature center

R Gas constant

ρ Density

t Time

T Temperature

Tv Virtual temperature

τ Hyperviscosity coefficient

θ Latitude

u Velocity vector, equivalent to (u,v)
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u Longitudinal velocity component

v Latitudinal velocity component

x Horizontal coordinate for x-z hydrostatic equations

z Vertical spatial coordinate

ζ Vorticty, equivalent to ∇×u

• Variable names from the shallow water test cases:

α The angle between the axis of solid body rotation and the polar axis of the spherical
coordinate system

hs0 In shallow water test case 5, the isolated mountain height

K Test case 6 Rossby-Haurwitz constant

(λc,θc) Location of the center of the isolated mountain in shallow water test case 5, ex-
pressed in spherical coordinates

ω Test case 6 Rossby-Haurwitz constant

R The radius of test features, such as the cosine bell initial condition or the isolated moun-
tain; also a Rossby-Haurwitz constant

u0 Reference velocity

• Variable names from the 3D hydrostatic test cases:

b Normalization parameter, set to 0.2

Γ Temperature lapse rate, set to -0.0065 K/m

h0 Mountain peak height, set to 2000 m

k Velocity magnitude, set to 10a/tp

p0 Reference pressure corresponding to T0, set to 1000 hPa

ptop Pressure at model top

q A passive tracer in the advection in 3D deformational flow test problem

ri Horizontal great circle distance functions in the advection in 3D deformational flow test
problem

rm Great circle distance from the mountain peak
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RM Mountain radius, set to 3π/4

Rt The horizontal half-width of the cosine bell in the advection in 3D deformational flow
test problem, set to a/2

s(p) A tapering function in the advection in 3D deformational flow test problem that causes
the vertical velocity to smoothly decay toward zero near the upper and lower boundaries

tp Reversibility time period, set to 12 days

T0 Reference temperature corresponding to p0, set to 300 K

w0 Vertical pressure velocity magnitude, set to 230π/tp

zs Surface height of orography

Zt The vertical half-width of the cosine bell in the advection in 3D deformational flow test
problem, set to 1000 m
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Chapter 1

Introduction

The DOE-sponsored Accelerated Climate Model for Energy (ACME) [1], and its predecessor, the
Community Earth System Model (CESM) [5], are comprised of components such as the Commu-
nity Atmosphere Model (CAM) that are developed from code bases that are well over a decade
old, and in some cases, several decades old. Porting them to the wide variety of current and future
computing architectures, such as multi-core or many-core processing nodes, or graphical process-
ing units (GPUs), is arduous, time consuming and expensive. Adapting them to new purposes,
such as interfacing to human impacts models, is also difficult, as they were not designed to work
with anything but the most basic uncertainty quantification (UQ) and optimization methods.

The Aeras project was funded by the Sandia National Laboratories’ Laboratory-Directed Research
and Development (LDRD) program. It is aimed at addressing these issues by developing a global
atmosphere model that supports both performance portability and embedded UQ. The Energy and
Climate investment area goals of advancing polar simulation capabilities and assessing U.S. se-
curity impact risks by modeling human response at the regional level, both depend upon higher
resolution global models and UQ support. Efficient high-resolution simulations require perfor-
mance portable algorithms, and the most effective UQ algorithms require embedded logic. Neither
of these capabilities is provided by ACME or CESM, and both are best implemented from the
ground up.

Aeras, the new atmospheric dynamical core we developed under this LDRD, unites our exper-
tise with Sandia’s Trilinos suite of high performance software packages and ACME’s Community
Atmosphere Model, resulting in a next generation atmosphere model that promotes machine porta-
bility, and that is designed from the onset to support embedded UQ. In addition to these features,
it also uses modern software engineering techniques, flexible design, and advanced libraries.

The Aeras project has successfully demonstrated what is possible in a modern Earth system model,
and provides the groundwork for using such a system model in a DOE policy and decision sup-
port role for enabling the mitigation of, or adaptation to, climate change impacts. This project
has also helped Sanda earn a leadership role in computational science for climate research, as ev-
idenced by Sandia’s successful lead of the multi-institution ACME Software Modernization pro-
posal, awarded in FY 2016 by the DOE Office of Science, Office of Biological and Environmental
Research (BER), under the Climate Model Development and Validation (CMDV) program.
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Chapter 2

Governing Equations

Historically, the atmospheric components of operational climate models have solved the 3D hy-
drostatic equations. As fidelity increases with grid cells that drop blow roughly 10 km, these
models begin to violate the hydrostatic assumptions, and so high-resolution models are transition-
ing to solving the 3D nonhydrostatic equations, which are much harder to model. As a prototyping
project limited to three years, we restricted ourselves to solving the hydrostatic equations. Our
demonstrations of performance portability and embedded UQ will translate directly to the nonhy-
drostatic equations.

There are two 2D simplifications of the 3D hydrostatic equations, and these models are very useful
for the verification of the horizontal (i.e. tangent to the surface of the sphere) and vertical (i.e.
radial) discretizations in isolation before combining them in the 3D model. The first simplifica-
tion is the shallow water equations, in which the vertical height or thickness of the atmosphere is
reduced to an independent variable. Prognostic variables, such as velocity and temperature, are
assumed constant across that thickness at any given point on the surface of the sphere. The second
simplification is the x-z hydrostatic equations, in which the 2D horizontal coordinates are reduced
to a single spatial coordinate.

In this section we will first present the 3D hydrostatic equations. From this point it is straight-
forward to apply the appropriate simplifications to obtain the shallow water equations and the x-z
hydrostatic equations.

2.1 3D Hydrostatic Equations

The hydrostatic equations make several assumptions about the magnitude of vertical velocities and
derivatives, and so it is natural to consider horizontal and vertical derivatives separately. To this
end, the ∇ operator will denote a 2D, horizontal operator, and vertical derivatives will be denoted
with ∂/∂η . Similarly, u = (u,v) denotes the 2D horizontal velocity. The vertical velocity is η̇ .
We defer the explicit definition of the vertical coordinate η until section 3.2.2.

The prognostic momentum equation is

∂u
∂ t

+(ζ + f ) k̂×u+∇

(
1
2

u2 +φ

)
+ η̇

∂u
∂η

+
RTv

p
∇p = 0, (2.1)
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where ζ = ∇×u is the vorticity, f is the Coriolis parameter, and k̂ is the unit vector in the ver-
tical direction. For stability purposes, we often have to add some form of artificial viscosity to
the momentum equations. Experience shows us that hyperviscosity is an effective technique for
stabilizing the 3D hydrostatic equations when solving with the spectral element method. The 3D
hydrostatic momentum equation with hyperviscosity is

∂u
∂ t

+(ζ + f ) k̂×u+∇

(
1
2

u2 +φ

)
+ η̇

∂u
∂η

+
RTv

p
∇p− τ∇

4u = 0, (2.2)

where τ is the artificial hyperviscosity coefficient and ∇4 is the biharmonic operator in the hori-
zontal direction.

Three quantities are obtained from diagnostic equations, starting with φ , the geopotential, given
by the following:

φ = φs +
∫

η

ηs

RT
p

dη
′. (2.3)

The vertical velocity η̇ is obtained from

η̇
∂ p
∂η

=−∂ p
∂ t
−
∫

η

0
∇ ·
(

∂ p
∂η ′

)
dη
′, (2.4)

and the virtual temperature Tv is given by

RTv = (cp−qcv)T. (2.5)

For continuity, ∂ p/∂η serves as a density-like quantity, and the governing prognostic equation is

∂

∂ t

(
∂ p
∂η

)
+∇ ·

(
u

∂ p
∂η

)
+

∂

∂η

(
η̇

∂ p
∂η

)
= 0. (2.6)

Hyperviscosity stabiliazation of this equations gives

∂

∂ t

(
∂ p
∂η

)
+∇ ·

(
u

∂ p
∂η

)
+

∂

∂η

(
η̇

∂ p
∂η

)
− τ∇

4
(

∂ p
∂η

)
= 0. (2.7)

The final prognostic equation is the energy equation,

∂T
∂ t

+u ·∇T + η̇
∂T
∂η
− RTv

cp p
ω = 0, (2.8)

where ω is given by

ω =
Dp
Dt

=
∂ p
∂ t

+u ·∇p. (2.9)

The energy equation often requires stabilization, and we can use the same hyperviscosity approach
that we do for the momentum equation:

∂T
∂ t

+u ·∇T + η̇
∂T
∂η
− RTv

cp p
ω− τ∇

4T = 0, (2.10)
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2.2 2D Shallow Water Equations

The Williamson standard test set paper [20] gives eight different categories of the shallow water
equations, and several different forms within each category. The two preferred forms for our pur-
poses are the advective primitive variable form, and the vorticity divergence form. The advective
primitive variable form is given by

∂u
∂ t

= −(ζ + f )k̂−∇

(
1
2

u2 +gH
)
, (2.11)

∂h
∂ t

= −∇ ·hu, (2.12)

where g is gravity and H = h+hs with H the fluid-surface height, h the fluid thickness, and hs the
bottom surface elevation. Hyperviscosity for stabilization gives

∂u
∂ t

= −(ζ + f )k̂−∇

(
1
2

u2 +gH
)
+ τ∇

4u, (2.13)

∂h
∂ t

= −∇ ·hu+ τ∇
4h, (2.14)

The vorticity divergence form of the equations begins with the definitions of vorticity ζ and diver-
gence δ :

ζ ≡ k̂ · (∇×u), (2.15)
δ ≡ ∇ ·u, (2.16)

which leads to governing equations

∂ζ

∂ t
= −∇ · (ζ + f )u, (2.17)

∂δ

∂ t
= k̂ ·∇× (ζ + f )u−∇

2
(

1
2

u2 +gh
)
. (2.18)

2.3 2D x-z Hydrostatic Equations

The hydrostatic x-z equations are simply a 2D version of the 3D hydrostatic equations expressed
in a vertical plane. Thus we can take the 3D hydrostatic equations and replace vector velocity u
with scalar velocity u, and 2D derivative operator ∇ with ∂/∂x. This gives momentum equation

∂u
∂ t

+
∂

∂x

(
1
2

u2 +φ

)
+ η̇

∂u
∂η

+
RTv

p
∂ p
∂x

= 0. (2.19)
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The geopotential and virtual temperature diagnostic equations remain unchanged, and the vertical
velocity diagnostic equation becomes

η̇
∂ p
∂η

=−∂ p
∂ t
−
∫

η

0

∂

∂x

(
∂ p
∂η ′

)
dη
′. (2.20)

Continuity can be expressed

∂

∂ t

(
∂ p
∂η

)
+

∂

∂x

(
u

∂ p
∂η

)
+

∂

∂η

(
η̇

∂ p
∂η

)
= 0, (2.21)

and the energy equation becomes

∂T
∂ t

+u
∂T
∂x

+ η̇
∂T
∂η
− RTv

cp p
ω = 0, (2.22)

with

ω =
∂ p
∂ t

+u
∂ p
∂x

. (2.23)

2.4 Model Implementation Strategy

We first implemented the shallow water equations on the sphere. This allowed us to verify the
proper implementation of dynamics in the horizontal direction, and proper handling of velocities
at the poles. Note that one of the advantages of the spectral element method used here is that the
governing equations are expressed with velocities in the parameterized space, aligned with the axes
of the reference element. However, the method requires transformations between this space and
spherical coordinates, and velocity vectors in spherical coordinates are undefined at the poles, and
derivatives of those quantities become unbounded. So this isolated verification was an important
step. Also, there is a standardized suite of test problems for the shallow water equations on the
sphere [20].

Next we implemented the x-z hydrostatic equations, which allowed us to verify the vertical co-
ordinate system. This coordinate system is expressed in normalized pressure (a value of 1 at sea
level and 0 at the interface to outer space), and so is non-trivial. There is not a standard set of test
problems for this set of equations, so verification was less straightforward.

Finally, we implemented the 3D hydrostatic equations. The x-z hydrostatic equations have 1D
spectral elements in the x direction, while the 3D hydrostatic equations have 2D spectral elements
in the horizontal direction. Given the algorithm for implementing spectral elements (and finite
elements in general), we were able to leverage a significant portion of the software developed for
the x-z equations for use in the 3D equations.
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Chapter 3

Numerical Models

The Aeras Next-Generation Global Atmosphere Project is focused largely on demonstrating per-
formance portability and embedded uncertainty quantification. Since the advantages of the spectral
element method are well-established for a model of the global atmosphere, the Aeras project will
utilize this method. This also provided us with a production-quality baseline to compare against as
we introduced next-generation capabilities.

3.1 A Brief History of Spectral Elements for Global Geophysi-
cal Flows

In 1995, Iskandarani, Haidvogel and Boyd [6] first applied spectral elements to global geophysical
flows with development of the Spectral Element Ocean Model (SEOM). At the National Center for
Atmospheric Research (NCAR) in 1997, Taylor and Tribbia in collaboration with Iskandarani [18]
used SEOM as a starting point for developing the Spectral Element Atmosphere Model (SEAM).
Within the community of global atmosphere model developers, SEAM quickly earned a positive
reputation for its combination of accuracy and high efficiency on distributed computer architec-
tures. This was due to SEAM’s unstructured grids that allow for load balance and its high-order
elements that provide for relatively large amounts of computational work per element that improves
the compute-to-communication ratio desired in parallel applications.

In 1999, Taylor left NCAR to work at Los Alamos. NCAR researchers Loft and Thomas decided
to develop a new spectral element model for the atmosphere, dubbing it the High-Order Multiscale
Modeling Environment (HOMME). This name was inspired in part by the Finite Element Method
Modeling Environment (FEMME) code. HOMME boasted cache-blocked algorithms and the in-
troduction of covariant and contravariant velocity transformations, making it a more suitable target
than the research code SEAM for inclusion in a production-level climate model. In 2003, Sandia
National Laboratories decided to engage in high-performance climate modeling research by fund-
ing an LDRD to collaborate with NCAR to fortify HOMME, with the goal of becoming one of the
atmosphere models within the Community Earth System Model (CESM) [5]. CESM already had
multiple options within the Community Atmosphere Model (CAM): an Eulerian spectral transform
method, a semi-Lagrangian spectral transform method, and a finite volume method.

This 2003 LDRD allowed Sandia to hire Taylor to return to his atmospheric modeling research.
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The LDRD and follow-on projects were a great success: HOMME was made more robust and
stable, and was coupled to the wide array of atmospheric physics parameterizations supported by
CAM. The combination of HOMME coupled to physics within the CESM was dubbed CAM-
SE (CAM with Spectral Elements), and is now the default atmosphere model in both CESM and
the Accelerated Climate Model for Energy (ACME) [1]. ACME, of course, is the Department of
Energy climate model that was split off from CESM.

In casual conversation, SEAM, HOMME, and CAM-SE can often be used interchangeably. Tech-
nically, SEAM is a research atmosphere dynamical core, HOMME is a production-level atmo-
sphere dynamical core, and CAM-SE is HOMME coupled to atmospheric physics parameteriza-
tions and integrated into a full climate model. Aeras compares most directly to HOMME, as Aeras
is not coupled to physics.

3.2 HOMME Numerical Approximations in Aeras

The governing equations outlined in section 2.1 include different types of derivatives, represented
by ∇ in the horizontal spatial direction (parallel to the surface of the sphere), ∂/∂η in the vertical
spatial direction (radial from the center of the earth), and ∂/∂ t in the time dimension. In HOMME,
and therefore Aeras, these derivatives are all discretized differently:

• Horizontal derivatives use spectral elements

• Vertical derivatives use finite differences

• Time derivatives use Runge-Kutta time stepping

The specific discretization methods employed by Aeras are described in the following sections.
For a discussion of the background of these methods and further details, see [17].

3.2.1 Horizontal Spectral Elements

For the spectral element method utilized for HOMME and Aeras, the horizontal dimensions are
discretized into quadrilaterals suitable for use as spectral elements. While the method can utilize
any tiling of the surface of the sphere into quadrilaterals, the method employed by this project is
the “cubed sphere,” in which the surface of a cube is decomposed into quadrilaterals and projected
onto the surface of a sphere. An example of such a grid is presented in Figure 3.1, for the case in
which 30 elements are specified along each edge of the cube. This approach for grid generation
results in a mesh with roughly equivalent cell sizes, which is considered desirable for climate
simulations and subgrid physics performance.

Each quadrilateral on the surface of the sphere is then interpreted as a spectral element, enriched
with a tensor product of nodes arranged using a Gauss-Lobatto distribution. In practice, these
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Figure 3.1. A “cubed sphere” grid, in which the surface of a cube
is decomposed into quadrilaterals and projected onto the surface
of a sphere. This is an NE30 grid, indicating that the number of
elements along one side of the cube equals 30.

nodes are located precisely using a reference element, as depicted in Figure 3.2, and projected
from the cube along with the corner nodes.

The handling of velocity components within this system of spectral elements in non-trivial. Input
and output for Aeras is handled in spherical coordinates, as this is the most natural system for
users. Mathematically, spherical coordinates are undesirable, because spherical velocity vectors
are undefined (or multivalued) at the poles and their derivatives are unbounded. One of the ad-
vantages of the spectral element method for the global atmosphere is that local computations can
be performed in well-behaved “parametric” coordinates, thus avoiding the “pole problem.” Com-
putations are performed using velocities from the parametric coordinate system, aligned with the
reference element. To transfer between spherical and parametric coordinate systems, covariant and
contravariant vector bases are introduced as described below.

Spherical (rλ ,rθ ) a global vector basis independent of the mesh, locally orthogonal, and multi-
valued at poles.

Covariant (g1,g2) a local vector basis aligned with a shell element, non-orthogonal, with compo-
nents orthogonal to contravariant components. Bases are given by

g1 =
∂ f

∂ξ1
,g2 =

∂ f
∂ξ2

,

where f is the mapping from the reference element to the shell element on the sphere.

Contravariant (g1,g2) a local vector basis aligned with a shell element, non-orthogonal, with
components orthogonal to covariant components. Bases are given by

g1 =
∂ f−1

∂λ
,g2 =

∂ f−1

∂θ
,
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Figure 3.2. A reference NP5 spectral element, where NP refers to
the number of points on one side of the element. The node points
along each side are arranged using a Gauss-Lobatto distribution.

where f−1 is the mapping from the shell element on the sphere to the reference element.

Parametric (ξ1,ξ2) a local vector basis aligned with the reference element, orthogonal.

The mapping functions f and f−1 can be obtained from the coordinates of the physical shell ele-
ments and the known coordinates of the reference element, and can take advantage of the high-
order basis functions of the spectral elements.

3.2.2 Vertical Finite Differences

In a shallow water model, topography can be represented as a function of space; however, in the 2D
x-z hydrostatic and the 3D hydrostatic models, topography represents the lower boundary of the
vertical coordinate. Modelers may choose from several different vertical coordinate definitions.
The simplest choices of constant pressure surfaces or constant height surfaces make it easy to
express hydrostatic balance,

∂ p
∂ z

=−ρg, (3.1)

but face the same difficulty in the presence of variable topography. The z = 0 or p = ps surface
intersects land. Other horizontal isosurfaces of these variables can intersect the topography as
well; Albuquerque, for example, lies above the 1500 m and 900 hPa surfaces. These intersections
complicate the formulation of the lower boundary condition. HOMME and Aeras use the hybrid
η-coordinate system due to Simmons and Burridge [15], which combines the advantages of a
terrain-following coordinate system near the surface (the lower boundary, topography included,
corresponds to η = 1) with a horizontal pressure coordinate at higher altitudes.
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The hybrid η coordinate system used by Aeras is illustrated by figure 3.3. The surface topography
is indicated by the red line; model levels are shown as solid black lines and interfaces between
levels are shown as dashed lines. An example temperature profile (defined in section 3.5.2, below)
is indicated by the background coloring. In this system, model levels and interfaces near the
surface conform to the underlying topography as in a terrain-following σ -coordinate system. Near
the model top, the model levels approach a horizontal pressure surface as in a p-coordinate system.
Pressure along a model level is given by

p(η) = A(η)p0 +B(η)ps(x, t), (3.2)

where p0 = 1000 hPa is a reference pressure, ps(x, t) is the surface pressure, and A(η), B(η) are
the constant hybrid coefficients defined such that

η = A(η)+B(η). (3.3)

Aeras allows users to define the coefficients A(η) and B(η), subject to vertical boundary conditions
B(ηtop) = 0 and A(1) = 0, B(1) = 1. This ensures that the surface (η = 1) corresponds to the lower
boundary and that the model top η = ηtop corresponds to the horizontal surface p = ptop.

The vertical discretization is defined by the hybrid coefficients A(η) and B(η) of each model level
l = 1,2, . . . ,L. Level interfaces are indexed by l+1/2, l = 0,1, . . . ,L, so that index 1/2 corresponds
to the model top, η1/2 = ηtop, and interface L+1/2 is the surface ηL+1/2 = 1. Levels 1 and L are
the uppermost and lowermost model levels, respectively. Figure 3.3 shows an example with L= 15.
The model levels and interfaces provide the vertical centered finite difference operators used by
Aeras. For model variable X at model level l, the discrete operator δη approximates vertical
derivatives at model levels from the adjacent interfaces,

∂X
∂η

(ηl)≈ δη(Xl) =
Xl+1/2−Xl−1/2

ηl+1/2−ηl−1/2
. (3.4)

When required, values at level interfaces are computed by vertical averaging,

Xl+1/2 =
1
2
(Xl +Xl+1) . (3.5)

Further details and discussion are provided by [17].

3.2.3 Runge Kutta Time-Stepping

The HOMME code has a variety of time-stepping options, which include the leap-frog scheme,
low-storage Runge-Kutta (RK) schemes of various orders, some of which are Strong Stability-
Preserving (SSP), and the trapezoidal rule. In 3D dynamics, HOMME typically uses the Kinnmark
and Gray 5-stage, 3rd order RK scheme [8]. Tracers typically use a 3-stage second order SSP RK
method.

For the numerical examples summarized in Section 3.5, the following time-integration schemes
were used:
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Figure 3.3. Illustration of the hybrid vertical coordinates used
by Aeras. 15 model levels (solid black lines) and 16 interfaces
(dashed lines) define the vertical coordinate system.
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• Explicit trapezoidal rule (2nd order).

• Explicit 4-state, 3rd order RK method.

• Explicit 4-state RK method (4th order).

All schemes are explicit, and hence conditionally stable, with stability governed by the Courant-
Friedrichs-Lewy (CFL) condition. For more detail on these schemes, including the Butcher tableaus
that define them and their stability regions, the reader is referred to [11]. When performing code-
to-code comparisons between the Aeras and HOMME codes, it was ensured that the same time-
integration scheme was used in both codes with the same time step.

3.3 Albany

Described in more detail in [14], Albany is a PDE code written using the component-based ap-
proach to code development. The crux of this approach, which we have branded Agile Components,
involves the accumulation of components across four classes of software: libraries, interfaces,
software quality tools, and demonstration applications. These components form the foundation for
new codes. The benefits of Agile Components strategy are numerous. For example, having a large
collection of world-class algorithmic capabilities as a foundation for attacking new applications
provides a large advantage over starting from scratch or retro-fitting a monolithic code that was
designed for a different class of problems.

Albany is built almost entirely from functionality in reusable libraries from the Trilinos project. At
the highest level, the FEM assembly in Albany is based on Trilinos Phalanx [13] package. Pha-
lanx, specifically designed to solve general partial differential equations, decomposes a complex
problem into a number of simpler problems (evaluators) with managed dependencies. Each eval-
uator encodes the variables it depends upon, the variables it evaluates, and the code to actually
evaluate the desired term. Phalanx then assembles all of the evaluators for a given problem into
a directed acyclic graph. Figure 3.4 shows a dependency graph created by Aeras for the shallow
water equations that represents the full PDE residual evaluation for a given set of mesh cells stored
in a data structure called the field manager.

Albany supports a wide variety of application physics areas including heat transfer, fluid dynam-
ics, structural mechanics and plasticity (part of the LCM computational suite), quantum device
modeling (part of the QCAD simulator) and climate modeling (the Aeras atmospheric dynamical
core and FELIX land-ice dynamical core). Albany is also home to several algorithmic projects that
contribute to the code’s overall infrastructure and capabilities, e.g., embedded uncertainty quantifi-
cation, adaptive mesh refinement, and model order reduction.

The main goal of this work is to create an architecture-portable version of Albany’s Finite Ele-
ment Assembly using the Kokkos library. We describe our refactoring process in the next chap-
ter. Although this report focuses on the specific case of the Albany code, we emphasize that the
refactoring approach we describe is general: it can be employed to create performance-portable
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Figure 3.4. Shallow water graph of the residual evaluator for the
Aeras global atmosphere model in Albany.

implementations of virtually any other finite element code.

3.4 Extensions to Albany

At the beginning of the Aeras project, Albany had already been utilized to enable a wide variety
of applications, ranging from fluid flow to quantum devices. Nevertheless, Albany did not support
all of the capabilities required of a global atmosphere model. The Aeras team added the following
capabilities to Albany, and these capabilities are available to any other Albany application that
might need them:

• Shell elements

• Spectral elements

• Efficient explicit time-stepping

• Additional explicit time-stepping methods

• Concurrent samples

• Embedded UQ for transient problems

• Spherical coordinate system transformations

• Atmospheric column data structures
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These extensions are discussed in more detail below.

Shell elements For the 2D shallow water equations, and even the 3D hydrostatic equations, the
spectral elements utilized by Aeras are logically two dimensional, but conform to a three
dimensional surface. To support this, Albany had to be extended to recognize shell elements.

Spectral elements Albany uses the Trilinos package Intrepid [2] to support specific finite element
types, and Intrepid includes a general interface that can be utilized to enable spectral ele-
ments. However, the Trilinos package STK (Sierra Toolkit), used to read and store meshes,
does not support spectral elements. To work around this problem, Aeras reads in a shell
element mesh of bi-linear quadrilaterals, and extends each element to a desired degree of
accuracy by enriching the element with a tensor product of nodes arranged according to a
Gauss-Lobatto distribution. An algorithm was designed such that this enrichment is done in
parallel, ensuring that shared nodes on different processors receive the same global ID with-
out the need for communication. Output to STK format was accomplished by interpreting
each spectral element as a patch of bi-linear quadrilaterals.

Efficient explicit time-stepping Albany was designed with an assumption that all problems would
have a non-trivial mass matrix (as is common for low-order finite element formulations) that
would have to be solved implicitly. Thus, a significant amount of the Albany code base
is dedicated to solving implicit problems efficiently. However, Aeras utilizes spectral ele-
ments coupled with an under-integration of the quadrature used to compute matrix elements,
specifically chosen to result in a diagonal mass matrix. Albany handled this inefficiently,
because it assumed that off-diagonal matrix elements were non-zero and thus needed to be
both calculated and included in matrix-vector product computations. These assumptions had
to be corrected to achieve efficient explicit time stepping.

Additional time-stepping methods Albany utilizes the Rythmos package [11] of Trilinos for
time-stepping. Although the same Kinnmark and Gray 5-stage, 3rd order RK scheme that is
implemented in HOMME was added to the Rythmos package as a part of the Aeras project,
it was not employed to generate the results presented in this report.

Concurrent samples This is the capability to run multiple simulations (as would be needed for
uncertainty quantification sampling methods) simultaneously, and reap certain performance
improvements. This represents a new area of research, and is detailed in chapter 5. Albany’s
rich template-based coding environment was a key factor towards implementing concurrent
samples.

Embedded UQ for transient problems Albany supported embedded UQ and computations of
sensitivities for steady problems, but for Aeras, this capability had to be extended to transient
problems.

Spherical coordinate system transformations Both HOMME and Aeras support multiple coor-
dinate systems for velocity vectors. First is the spherical coordinate system, in which the
local velocity components are aligned with the local longitude and latitude. This coordi-
nate system is the most natural for users to interact with, and so all I/O and certain other
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operations are conducted in this system. However, spherical vector components present se-
rious mathematical problems at the poles, and so are undesirable for most computations.
These computations are typically done in reference element-aligned coordinates, in which
the velocity unit vectors are aligned with a square unit reference element. Two other velocity
coordinate systems, covariant and contravariant, are used in transforming between spherical
and reference coordinate systems. While these transformations seem specific to atmosphere
models, the FELIX team (a land ice model also built on top of Albany) has expressed interest
in using them in order to accurately capture the curvature of Antarctica and Greenland.

Atmospheric column data structures The HOMME and Aeras data structures for field data are
hybrid in nature: spectral elements in the horizontal direction and columns suitable for finite
differencing in the vertical direction, with a parallel decomposition in the horizontal direc-
tion only. This requires a unique data structure that is different from what Albany supports,
as well as new evaluators for certain algorithms such as gather and scatter operations sur-
rounding communication. While the specific changes made in this respect are unlikely to
directly benefit another application, the changes we made do provide a template for other
applications that may require specialized data structures.

3.5 Model Verification

Significant time and resources were expended verifying that the developed models were producing
accurate results. The following sections detail this verification process.

3.5.1 Shallow Water Model

The shallow water models on the sphere provide a 2D simplification of the 3D hydrostatic equa-
tions that allow developers to focus on the horizontal discretization method and demonstrate how
the method handles the pole problem. In 1992, the community banded together to prescribe a set
of test cases for the shallow water equations [20]. This suite of problems included seven test cases
of progressing difficulty. Over the years, some of these test cases have fallen out of favor, while
others have risen to prominence. Currently, it is expected that new models implement test cases 1,
2, 5 and 6.

Test Case 1: Advection of a Cosine Bell

Test case 1 is a purely advective problem. That is to say, the velocity field is specified, and the
momentum equation is ignored, leaving only the height equation to be solved. The advecting wind
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is given by

u = u0(cosλ cosα + sinθ cosλ sinα), (3.6)
v = −u0 sinλ sinα, (3.7)

where λ is longitude, θ is latitude, and α is the angle between the axis of solid body rotation and
the polar axis of the spherical coordinate system. The initial height field specifies a cosine bell
shape to be advected:

h(λ ,θ) =
{

(h0/2)(1+ cos(πr/R)), if r < R
0, if r ≥ R, (3.8)

where h0 = 1000 m and r is the great circle distance between (λ ,θ) and the center of the cosine
bell, initially taken as (λc,θc) = (3π/2,0):

r = aarccos[sinθc sinθ + cosθc cosθ cos(λ −λc)]. (3.9)

The radius R = a/3 and the advecting wind velocity u0 = 2πa/(12 days). This set of conditions
will advect the cosine bell around the earth once in 12 days. See Figure 3.5 for a plot of the solution
at the end of the simulation.

Figure 3.5. Height results for shallow water model test case 1.

Test Case 2: Global Steady State Nonlinear Zonal Geostrophic Flow

This case is a steady state solution to the non-linear shallow water equations. It consists of solid
body rotation (or zonal flow) with the corresponding geostrophic height field. The Coriolis param-
eter is a function of latitude and longitude so the flow can be specified with the spherical coordinate
poles not necessarily coincident with earth’s rotation axis. The steady solution is given by initial
conditions

u = u0(cosθ cosα + cosλ sinθ sinα), (3.10)
v = −u0 sinλ sinα, (3.11)

gh = gh0−
(

aΩu0 +
u2

0
2

)
(−cosλ cosθ sinα + sinθ cosα)2, (3.12)
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and the Coriolis parameter is recast as

f = 2Ω(−cosλ cosθ sinα + sinθ cosα). (3.13)

Figure 3.6 is a plot of the height field for this steady-state problem.

Figure 3.6. Height results for shallow water model test case 2.

Figure 3.7 is a plot of relative L2 errors of the solution and maximum value of the shallow water test
case 2 solution, varying element degree from 2 to 13. The solution error is smooth and exponential,
and the maximum value error is largely smooth with the exception of glitches at p = 7 and p > 11.
Given that the maximum value error is a much harder norm to achieve, and that the higher p
behavior is likely due to machine precision, we conclude that the variable p capabilities of Aeras
are correctly implemented.

In Figure 3.8, we vary NE, the number of elements along each side of the cube from 2 to 16, and
plot the relative L2 error for each p from 2 to 10. Each curve converges as the degree of accuracy
would predict.

Test Case 5: Zonal Flow over an Isolated Mountain

Test case 5 has no analytic solution, but there are high-resolution spectral solutions available for
comparison. This test starts with zonal flow as in test case 2 with α = 0, h0 = 5960 m and u0 = 20
m/s that impinges on a mountain. The surface or mountain height is given by

hs = hs0(1− r/R), (3.14)

where hs0 = 2000 m, R = π/9, and r2 = min[R2,(λ − λc)
2 + (θ − θc)

2], and the center of the
conical mountain is given as λc = 3π/2 and θc = π/6.

Even without an analytical solution, test case 5 is a favorite example simulation to run because of
its relative simplicity and the complexity of the flow field it generates. This makes it a reasonable
test case for performance studies, as most of the shallow water results in this report are. Figure 3.9
shows longitudinal velocities for days 0, 5, 10 and 15. Figures 3.10 – 3.12 are all for test case 5 at
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Figure 3.7. Relative errors under p refinement for shallow water
model test case 2 at T = 864.
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Figure 3.8. Height convergence study under h refinement for
shallow water model test case 2 at various values for p.
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day 5: Figure 3.10 shows an implicit solution (not typically obtained for a shallow water model,
but achievable with no extra effort here because Albany has strong support for implicit solvers);
Figure 3.11 provides a more common explicit solution; and Figure 3.12 demonstrates sensitivities
utilizing Albany’s built-in uncertainty quantification capabilities.

Figure 3.9. Longitudinal velocities in meters per second for
Aeras Shallow Water TC5 at the following times, from top to bot-
tom: Initial time, Day 5, Day 10, Day 15.

Test Case 6: Rossby-Haurwitz Wave

The Rossby-Haurwitz waves of test case 6 are analytic solutions of the nonlinear barotropic vortic-
ity equation on the sphere, but not analytic solutions of the shallow water equations. A specification
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Figure 3.10. Implict results for shallow water model test case 5.
Color contours show latitudinal velocity, line contours show height
field.

Figure 3.11. Explict results for shallow water model test case 5.
Color contours show latitudinal velocity, line contours show height
field.

Figure 3.12. Sensitivities with respect to mountain height, for
shallow water model test case 5. Color contours show latitudinal
velocity sensitivities, line contours show height field sensitivities.
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of the stream function provides the initial velocity field:

ψ =−a2
ω sinθ +a2K cosR

θ sinθ cosRλ , (3.15)

where ω , K, and R are constants. This configuration runs west to east while maintaining its shape
with angular velocity

v =
R(3+R)ω−2Ω

(1+R)(2+R)
. (3.16)

See [20] for full implementation details. The model is typically run with ω =K = 7.848×10−6s−1

and h0 = 8× 103 m, with wave number R = 4. Figure 3.13 shows results for the height field for
test case 6.

Figure 3.13. Height results for shallow water model test case 6.

3.5.2 3D Hydrostatic Model

In 2012 NCAR hosted the second Dynamical Core Model Intercomparison Project (DCMIP). The
project had two primary goals: 1) to define a standard set of test cases for 3D dynamical cores [19]
and 2) to document the results of the current state-of-the-art models (both research and operational)
on those test cases. In the years following the project the test cases have come to provide an similar
baseline for verifying 3D models as the test cases of [20] provide for the shallow water equations.

Advection in 3D deformational flow

An advection test case does not test the full 3D hydrostatic equation solver; rather, it tests the
underlying discretizations of the model using a prescribed velocity field. Consequently, advection
tests are often completed first to verify the implementation of a model’s numerical method. We
use test case 1-1 from [19] for this purpose. A passive tracer, defined as a pair of cosine bells,

q(λ ,θ ,z) =
1
2
(2+ cos(πd1)+ cos(πd2)), (3.17)
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is specified at t = 0 using the distance functions,

di(λ ,θ ,z) = min
[

1,
{

ri(λ ,θ)
2

R2
t

+
(z− zc)

2

Z2
t

}]
, for i = 1,2, (3.18)

where zc = 5000 m is the vertical center of the initial tracer and ri(λ ,θ) is the horizontal great
circle distance from the cosine bell centers at λ1 = 5π/6 and λ2 = 7π/6 along the equator,

ri(λ ,θ) = aarccos(cosθ cos(λ −λi)), for i = 1,2. (3.19)

The constants Rt = a/2 and Zt = 1000 m define the horizontal and vertical half widths of the cosine
bells.

The velocity field is a deformational flow in all three dimensions: zonal, meridional, and verti-
cal. The flow is reversible with period tp so that the exact solution at t = tp matches the initial
conditions. Velocity components are given by

u(λ ,θ , p, t) = k sin2(λ −2πt/tp)sin(2θ)cos(πt/tp)+
2πa
tp

cosθ (3.20)

+
w0a

bptop
cos(λ −2πt/tp)cos2

θ cos(2πt/tp)

[
−exp

(
p− p0

bptop

)
+ exp

(
ptop− p
bptop

)]
,

(3.21)

v(λ ,θ , p, t) = k sin(2(λ −2πt/tp))cosθ cos(πt/tp), (3.22)

η̇(λ ,θ ,η , t) =
w0

p0
sin(λ −2πt/tp)cosθ cos(2πt/tp)s(p), (3.23)

where s(p) is a tapering function that causes the vertical velocity to smoothly decay toward zero
near the upper and lower boundaries,

s(p) = 1+ exp
(

ptop− p0

bptop

)
− exp

(
p− p0

bptop

)
− exp

(
ptop− p
bptop

)
. (3.24)

Constants not previously defined in the above formulation are the velocity magnitude k = 10a/tp
m/s, the test case period tp = 12 days, i the vertical pressure velocity magnitude w0 = 230π/tp
hPa/s, a normalization parameter b = 0.2, and the pressure at the model top ptop = 254.944 hPa.
For the complete test case derivation, see [19, ch. 1]. While the test definition called for 60 levels,
at this point attempts to run Aeras with 60 levels were unsuccessful. The timestep size used for
both grids was 20s and the coefficient for hyperviscosity was 1e16. An attempt was made to reduce
the hyperviscosity coefficient to 1e15, however, this proved to be unstable. Estimated errors are
presented in Table 3.1.

Aeras results are shown in the following figures which may be compared with the CAM-SE re-
sults available from the DCMIP 2012 web page at https://earthsystemcog.org/projects/
dcmip-2012/cam-se. Figures 3.14 and 3.15 show the effects of increasing horizontal and vertical
resolution within the Aeras code.

Generally, the Aeras results show more numerical smoothing than the CAM-SE results for the
same resolutions; we attribute this to the fact that in Aeras the hyperviscosity operator is applied
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Figure 3.14. 3D advective results for deformational tracer with
≈ 5◦ horizontal resolution and 30 vertical levels.

Figure 3.15. 3D advective results for deformational tracer with
≈ 1◦ horizontal resolution and 30 vertical levels.
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Simulator Horizontal Resolution Vertical Resolution error (||l∞||)
CAM-SE 1◦ 60 0.294822

Aeras 5◦ 15 0.441523
Aeras 5◦ 30 0.455426
Aeras 1◦ 15 0.433306
Aeras 1◦ 30 0.445020

Table 3.1. Estimated errors for 3D deformational flow.

at each stage of the time stepping scheme, while in CAM-SE hyperviscosity is only applied once
per timestep. Nevertheless, the day 12 Aeras results are within±10% of the other spectral element
models in DCMIP which serves to validate the implementation.

Resting atmosphere over steep topography

In this test we exercise Aeras in the full solution of the 3D hydrostatic equations. The initial
conditions correspond to an atmosphere at rest with a stably stratified vertical profile. Additionally,
for this test case we turn off the rotation of the sphere. The combination of no rotation and stable
stratification creates a situation with no physical sources of motion. Any nonzero velocity or other
departures from the initial conditions are the result of numerical error.

Similarly to the advection test cases, this test case can be used to verify that the code produces
a correct result. However, we can also add additional complexity to this test by adding steep
orography. In the presence of steep orography, the model levels near the surface depart from the
horizontal and the components of the velocity vector~u= [u,v, η̇ ]T are no longer orthogonal. Hence,
with this test we can assess the numerical errors caused by the terrain-following hybrid coordinate
system.

Hydrostatic stability is achieved by prescribing a linear temperature profile,

T (z) = T0 +Γz, (3.25)

where the constant lapse rate Γ = ∂T/∂ z = −0.0065 K/m ensures that potential temperature in-
creases with height. Orography is defined by the surface height function,

zs(λ ,θ) =

{
h0
2 (1+ cos(πrm(λ ,θ)/Rm))cos2(πrm(λ ,θ)/Rt) if rm < Rm

0 otherwise
, (3.26)

where rm is the great circle distance from the mountain’s peak,

rm(λ ,θ) = aarccos(cosθ cos(λ −3π/2)), (3.27)

with constants maximum height h0 = 2000m, mountain radius RM = 3π/4, oscillation half-width
Rt = π/16. The model top is set at ptop = 205.448 hPa with reference pressure p0 = 1000 hPa
corresponding to the reference temperature T0 = 300 K. The surface height, equation (3.26), and
temperature (3.25), may be converted from z-coordinates to pressure p-coordinates using the hy-
drostatic equation (3.1) and then to the corresponding η-coordinate representation. For details, see

44



[19, ch. 2]. The temperature profile (3.25) and surface height (3.26) were used to create figure 3.3,
which illustrates the η-coordinate system.

The left column of figure 3.16 shows the exact steady-state solution of this test case at the sur-
face and the model top for two variables. The upper left panel provides a visualization of the
surface pressure ps. One hemisphere has nearly flat orography while one hemisphere has a radi-
ally symmetric mountain range. The lower right panel shows the temperature at model level 1,
the uppermost model level. This η-surface is nearly horizontal and we do not expect to see much
temperature variation since the temperature profile (3.25) is constant along horizontal surfaces.
Examining the color bar, we see that the temperature is in fact nearly constant at a value just over
227 K.

Figure 3.16. 3D hydrostatic results for resting atmosphere under
vertical refinement.

Since this is a steady-state problem, the initial conditions can be used to compute error for any
t > 0. The second and third columns of the figure show the error at day 6 for a simulation using 15
vertical levels (second column) and 30 vertical levels (third column) on a mesh with approximately
5◦ horizontal resolution. The error magnitude is at the level of truncation error and comparing the
data associated with columns 2 and 3, we confirm the expected convergence rate (2nd order) of the
vertical finite difference scheme. This test case therefore verifies the Aeras 3D hydrostatic solver
and the implementation of the vertical η-coordinate and its associated discrete operators.

Baroclinic instability

Perhaps the most well-known 3D dynamical core test case for the sphere is the perturbed baroclinic
instability test originally from [7] and included as test case 4-1 from [19]. This test is easy to set
up since its initial conditions are given as functions; however, it has no analytic solution for t > 0.
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discretization ∆t τ

ne16, 15 levels 100 s 1×1015

ne16, 30 levels 100 s 1×1015

ne30, 15 levels 20 s 1×1016

ne30, 30 levels 10 s 5×1015

Table 3.2. Discretization, time step ∆t, and hyperviscosity coef-
ficients τ used to produce figure 3.17.

Instead, it offers a deterministic test that provides a basis for comparison between different model
solutions. Additionally this idealized test case resembles an isolated winter-hemisphere storm and
is therefore a physically relevant test for a dynamical core, unlike the advection problem and resting
atmosphere test cases considered above. The initial conditions correspond to a laminar polar front
jet with a small perturbation superimposed to trigger the wave’s development. The wave begins to
develop in earnest after day 4 and breaks into a closed midlatitude cyclone by approximately day
9.

Since an analytic solution is not available for error calculation, we instead plot several solutions
using different combinations of horizontal and vertical resolutions. Figure 3.17 shows the devel-
oping baroclinic wave at day 9, as computed by Aeras, on the uniform 16 grid (≈ 5◦ horizontal
resoution) with 15 vertical levels (top row) and 30 vertical levels (second row). Results from the
uniform 30 grid with 15 levels and 30 levels are shown in rows three and four, respectively. The
first column shows surface pressure and the second column shows temperature along the model
level closest to the 850 hPa level (level 12 in the 15 level simulations and level 25 in the 30 level
simulations). The day 9 time step and the variables shown were chosen to provide a direct com-
parison with figure 6a,b,c,f,g,h from [7]. The horizontal and vertical discretizations, time step, and
hyperviscosity coefficient used to produce this figure are given in table 3.2.

The location of the wave agrees across all resolutions, but its intensity is resolution dependent –
the depth of the surface low and the extent of the poleward heat transport induced by the wave are
sensitive to the vertical resolution. Jablonowski and Williamson [7] report that most models have
converged at horizontal resolutions ≤ 1◦ with > 25 vertical levels, so the last row of the figure can
be considered a converged solution. Its similarity to other models’ results from [7] and DCMIP
2012 provide additional confidence in the Aeras results.
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Figure 3.17. Perturbed baroclinic instability. Aeras solutions for
surface pressure (1st column) and temperature at ≈ 850 hPa (2nd
column) on the uniform 16 grid (rows 1 and 2) and the uniform 30
grid (rows 3 and 4). Computations that used 15 vertical levels are
shown in rows 1 and 3; computations using 30 vertical levels are
shown in rows 2 and 4.
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Chapter 4

Performance Portability

Note: much of this chapter has been submitted as an article to the J. HPC Appl. [3].

Kokkos is a library-based programming model, which has been developed at Sandia National Lab-
oratories to provide scientific and engineering codes with user-accessible, many-core, performance
portable capabilities. For more information on Kokkos, the reader is referred to [4]. The key
premises on which Kokkos is based are reviewed here.

Performance portability is the primary objective of Kokkos: it is designed to maximize the amount
of user code that can be compiled for diverse devices and obtain the same (or nearly the same)
performance as a variant of the code that is written specifically for that device.

There are two primary abstractions in Kokkos:

1. Kokkos polymorphic multidimentional array: Kokkos::View.

2. Kokkos parallel dispatch functions: Kokkos::parallel for, Kokkos::parallel reduce
and Kokkos::parallel scan .

The Kokkos API has a thin back-end implementation layer that maps portable user code to a num-
ber of device-specific programming models: CUDA [10], OpenMP [12], and Pthreads [9]. Kokkos
separates the Memory Space (where data resides) from the Execution Space (where functions ex-
ecute, such as NVIDIA GPUs, Intel Phi etc.). The integration of these abstractions enables user
code to satisfy multiple architecture-specific memory access pattern performance constraints, all
without requiring modifications to the application source code.

4.1 Kokkos Multi-Dimentional Array

The data access pattern of a data parallel computational kernel can have a significant impact on
its performance: different architectures require different memory access patterns for optimal per-
formance. For example, computations on an NVIDIA GPU must use a coalesced global memory
access pattern, while Intel Phi will give you the best performance if the memory access is continu-
ous. The main advantage of Kokkos is that the Kokkos multi-dimensional array has a polymorphic
data layout that can be changed to have optimal access pattern on a specific Execution Space.
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Here is an example of Kokkos::View allocation:

View<double*[6], Device> a("A", N);

In this example, the View construction allocates a two-dimensional Nx6 array in Device memory
space with default memory layout for this memory space. The first dimension is supplied at run-
time. The label "A" is used for error messages. One can change the default layout as well as the
execution space through additional template parameters. The parentheses operator implements the
layout map:

a(i,j) = value;

A Kokkos::View also handles its own memory management via reference counting so that the
view automatically deallocates itself when all of the variables that reference it go out of scope.
This makes memory management much simpler across multiple architectures.

4.2 Kokkos Parallel Pattern

In data parallel computations, multi-dimensional arrays are partitioned among the threads of a
many-core device, and each thread applies one or more computational kernels to its designated
subset of these arrays. Kokkos currently implements data parallel execution with parallel for,
parallel reduce and parallel scan operations.

A parallel for is trivially parallel in that the computational kernel’s work is fully disjoint. In
a parallel reduce, each application of the computational kernel generates data that must be re-
duced among all work items. A parallel scan is for taking a view and creating a running sum
of values to replace the values of the view. Expressing an application in terms of these patterns
allows the underlying implementation or compiler to make reasonable choices about valid trans-
formations.

A data parallel computational kernel is currently implemented as a functor or C++ lambda. A
functor is a C++ class that encapsulates one or more callback functions, shared parameters, and
references to data upon which the callback function operates. The C++11 standard lambda feature
significantly improves the syntax and usability of the functor pattern, but is not used in the current
work since support for lambdas is not available on some platforms we target.

The Kokkos parallel pattern syntax includes the Execution Policy and the user function as input
data:

parallel_pattern(Policy<Space>,
UserFunction)

An Execution Policy, together with an Execution Pattern, determines how a function is executed.
Some policies can be nested in others. The most simple form of an execution policy is a Range
Policy. This is used to execute an operation once for each element in a range. Team Policies are
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used to implement hierarchical parallelism. For this purpose, Kokkos groups threads into teams,
which are collections of one or more parallel threads of execution.

Users may nest parallel operations. Teams may perform one parallel operation (for, reduce, or
scan), and threads within each team may perform another, possibly different parallel operation.
Different teams may do entirely different things. For example, all the threads in one team may
execute a parallel for, and all the threads in a different team may execute a parallel scan.
Different threads within a team may also do different things.

An example of the Kokkos parallel for pattern is shown in section 4.3 of this report.

Local parallel reductions are supported in Kokkos through atomic reduction operations, e.g., atomic
addition. An atomic operation serializes concurrent updates to a datum but does not guarantee
the ordering of these updates among threads. Thus, a non-associative local reduction operation
(e.g., floating point addition) is likely to yield nondeterministic results for local parallel reduc-
tions. Kokkos wraps a collection of commonly available and compiler dependent atomic update
functions under a portable interface. An example of a Kokkos atomic implementation looks like
the following:

KOKKOS_INLINE_FUNCTION
void operator()(const int i) const
{
for (int j=0; j<numNodes_; ++j)

for (int k=0; k<numFields_; ++k)
Kokkos::atomic_fetch_add(&f_[ElemID_(i,j,k)], R_(i,j,k));

}

The composition of parallel work dispatch and polymorphic array layout capabilities enables per-
formance portable implementations of parallel algorithms. Atomic operations support thread-safe
implementations of algorithms with local parallel reductions, which could be performant given an
adequate ratio of computation to atomic operations and a low frequency of collisions.

4.3 Albany-to-Kokkos Refactoring

The procedure for porting C++ code to Kokkos is as follows:

1. Replace array allocation with Kokkos multi-dimensional arrays (Kokkos::View);

2. Replace numeric kernel functions with functors and run in parallel on the Host;

3. Enable dispatching (offloading the model) for GPU execution;

4. Optimize algorithms for threading; and

5. Optimize kernels to work efficiently on different architectures.
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We describe each step in detail below.

4.3.1 Replacing data with Kokkos::View

The Phalanx package manages dependencies between Albany evaluators. It also manages memory
allocation and memory access. Phalanx supports arbitrary user defined data types and evaluation
types. Therefore, in order to replace our array data allocations with Kokkos::Views, we needed to
first refactor the Phalanx package to use Kokkos.

In order to support backward compatibility of the Phalanx package and to reduce the effort in
moving Albany and other Phalanx-based codes to the new Kokkos version of Phalanx, we relied on
using the unified memory support (UVM) for the CUDA execution space, which became available
in CUDA 6.0. UVM abstracts the memory management away from the programmer: with unified
memory, programmers can access any resource or address within the legal address space, regardless
of which pool the address actually resides in, and operate on its contents without first explicitly
copying the memory over.

Though the CUDA 6.0 unified memory system does not resolve the technical limitations that re-
quire memory copies, it offers the ability to have CUDA do memory management, which simplifies
CUDA programming by removing the need for programmers to do it themselves. Although UVM
implicit memory copies have a performance penalty, it enabled us to move the Albany code to
multi-core architectures with minimum effort. The implicit UVM data management in Albany
will be replaced with manual data management at a later point in time.

After refactoring the Phalanx package by wrapping Kokkos::Views in Phalanx PHX::MDFields,
which are used in Albany as a default array type, we focused on refactoring temporary data types
used in Albany. This needed to be done to provide optimized memory access inside of the Kokkos
kernels. The two temporary array types that were used in Albany before the refactoring process
are: Intrepid::FieldContainer and std containers (e.g. std::vector). Intrepid::Field-
Container is a container from the Trilinos package Intrepid [2]. Intrepid is a library of in-
teroperable tools for compatible discretizations of PDEs. It is used in Albany for computing
the basis functions and their derivatives, as well as obtaining quadrature points and weights for
evaluating integrals involving the basis functions. In the refactor, Intrepid::FieldContainer
was replaced with Intrepid2::FieldContainer Kokkos, which provides functionality close to
Kokkos::View. Std containers were replaced with analogous containers from the Kokkos package
(e.g., std::vector has been replaced with Kokkos::vector).

4.3.2 Replacing Albany Evaluators with Kokkos Functors

After replacing array allocations with Kokkos::Views in Albany, the next step was to create
Kokkos functors for each Albany evaluator (shown in Figure 3.4) used in the code. An exam-
ple of a Kokkos functor implementation in Albany is presented in Figure 4.1. Albany Evaluator to
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Figure 4.1. Example illustrating Albany function to Kokkos
functor refactoring. This includes: 1) Replacing the outer loop
with a parallel for, and 2) moving the inner kernel to an
operator() functor.

Kokkos Functor refactoring includes:

1. Replacing the outer loop with a call to parallel for,

2. Moving the inner kernel to the C++ method operator(),

3. Making the class a functor.

Note that when C++11 lambda functionality is sufficiently supported on all architectures targeted
by Albany, this strategy can be superseded by a syntactically simpler lambda strategy.

The first two steps of the finite element assembly in Albany are (1) gathering data to local data
structures and (2) performing element integrations, e.g., local stiffness matrices and body force
terms. These are inherently thread safe (there are no thread conflicts), so we simply replace nested
loops with Kokkos::parallel for as presented in Figure 4.1.

The last step is assembly of local data into the global matrix or vector. This operatior is not thread
safe, since a single equation gets contributions from multiple elements. In order to avoid thread
collision in the assembly step, Kokkos atomic operations have been used: when a thread performs
an atomic operation, the other threads see it as happening instantaneously and avoid accessing the
same data.

53



Albany divides the total number of elements into a workset of elements, and then executes each
workset in a cycle. For our Kokkos kernels we use a simple Parallel Range execution policy over
the number of elements per workset. This number can be changed at run-time so we can easily
adjust it for different architectures. We could implement more complicated execution policies to
get better use of accelerators and co-processors, but we keep it simple in Albany in order to enhance
code readability. Code readability is very important for Albany due to the fact its evaluators are
used by different projects and modified by multiple collaborators.

4.3.3 Enable GPU Execution

While performing the first two steps of our migration strategy (see the beginning of this section)
is usually enough to enable threaded execution on CPUs or Xeon Phi, it is often necessary to add
explicit management of the different memory spaces for GPUs (i.e., CPU-GPU communications).
In our implementation, data flow is implicitly managed by CUDA 6.0 UVM, which significantly
simplifies the refactoring process.

The idea behind UVM is to use page fault memory in the virtual memory systems to detect when
a piece of memory is being accessed on the GPU and move the pages to the device. The page
is then moved back to the CPU when the CPU accesses it. With UVM, explicit data manage-
ment (“cudaMemcpy” function call) should become optimizations rather than requirements for
data movement between the CPU and GPU in the future.

Though the current implementation of UVM in CUDA introduces significant overheads (according
to our experiments, UVM is up to 10× slower than explicit data management), the next-generation
NVIDIA GPU architecture should introduce a number of hardware improvements to increase per-
formance and flexibility of the unified virtual memory.

At the current stage of the Kokkos project, we are more focused on creating and optimizing Kokkos
kernels in Albany. The Kokkos team plans to address improvement of memory management in
future work.

4.3.4 Code Optimizations

Once the code is running thread-parallel on all devices supported by Kokkos, it may be necessary
to optimize the kernels in order to get better performance. The major optimization we implemented
was reducing communication overhead by moving more code to the Execution Space.

Our Kokkos kernels in Albany are based on the Kokkos Range Policy. In order to improve the
use of co-processors and accelerators, we examined a more complicated Team Policy, but we be-
lieve that the performance gain (about 10% for tested examples) is not worth the complexity of
the resulting code and decided instead to use a simple Range Policy. As mentioned above, code
readability is a critical feature for Albany, as it facilitates collaboration among diverse teams that
span a variety of projects.
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4.4 Evaluation Results

4.4.1 The Evaluation Environment

We evaluate the performance of the Kokkos implementations of the Aeras module in Albany on the
Shannon testbed cluster, located at Sandia National Laboratories, and Titan, a Cray supercomputer
established at Oak Ridge National Laboratory. Specification details for each of these evaluation
environments can be found in Table 4.1.

Name Titan Shannon

Nodes 18688 32

CPU 2x AMD Opterons 2? Intel E5-2670 HT-off

Co-Processor 2? K20X ECC on 2? K80 ECC on

Memory/node 32 GB 128 GB

Interconnect Gemini QDR IB

OS Cray Linux Environment RedHat 6.2

Compiler gcc 4.8.2 gcc 4.7.2

MPI cray-mpich/7.2.4 openmpi/1.8.4

Nvcc compiler version 7.0.18 7.0.2

Table 4.1. Evaluation environments

4.4.2 Aeras Performance Results

Shallow Water Model

We evaluate our Kokkos implementation of Aeras on a common test case for the shallow water
equations (2.13)-(2.14), which involves zonal flow over an isolated mountain, referred to herein as
“Test Case 5”, or simply “TC5” [20]. The test case consists of a zonal flow impinging on a conical
mountain, and is described in more detail in section 3.5.1.

Name Degree resolution # elements
uniform 30 1.0◦ 5400
uniform 60 0.5◦ 21,600
uniform 120 0.25◦ 86,400
uniform 180 0.167◦ 345,000

Table 4.2. Cubed-sphere mesh resolutions considered for Aeras
performance results
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For the performance and scalability studies summarized here, five uniform cubed-sphere meshes
(Figure 3.1) of varying resolutions were considered. These meshes are summarized in Table 4.2.

Bicubic shell quadrilateral spectral elements, that is, 2D elements with 16 nodes, were employed
on each mesh. For energy dissipation and stabilization, a constant-coefficient hyperviscosity was
employed, with hyperviscosity coefficient τ = 1.0× 1015. The SEM discretized system is inte-
grated forward in time using an explicit 4th order Runge-Kutta (RK4) time-stepping scheme. A
time step was selected to satisfy the Courant-Friedrichs-Lewy (CFL) condition, and stability was
verified for a 15 day run (Figure 3.9). For the evaluation of the Kokkos implementation of Aeras,
a short-time simulation was considered (up to time T = 1 day (86400 seconds)). It is emphasized
that the same finite element code base was used for all the runs presented below, but each with a
different configuration option for the Kokkos ExecutionSpace template parameter.

Figure 4.2 (a) and (b) provide performance results in the form of the total time and total compute
time (total time minus gather/scatter), respectively, for the Aeras Shallow Water TC5 run on a 0.5◦

mesh on the Shannon cluster at Sandia. Here and below (Figure 4.2), the curve labeled Serial
corresponds to the original implementation of Albany (no Kokkos kernels) with 1 MPI thread
per node; the curves labeled OpenMP and CUDA represent performance results for the Kokkos
implementation of Albany with Kokkos Execution Space = OpenMP, OMP NUM THREADS=16
and Kokkos Execution Space = CUDAUVM, respectively.

The total time includes CPU-GPU communications for the CUDA implementation. As mentioned
before, CPU-GPU communications are managed by CUDA UVM in Albany. In order to com-
pare CUDA UVM data transfer overheads with the overheads for explicitly managed CPU-GPU
dataflow, we run Kokkos unit test examples on two different Execution Spaces: CUDA and CU-
DAUVM. Performance comparison results showed that communication overheads with the CUD-
AUVM Execution Space are about 10× larger than with the CUDA Execution Space. Note that the
performance of CUDAUVM is going to be significantly improved in future versions of NVIDIA
compilers on future CPU-GPU hybrid architectures. CPU-GPU communications are included in
the execution time of the “Gather” and “Scatter” evaluators of Albany. We present compute time
results in order to show the performance we get if we eliminate communication overheads from
the total Finite Element Assembly time in Albany.

The total Kokkos OpenMP implementation time (16 threads) is up to 8 times faster than for the
single-CPU implementation. The CUDA implementation is slower than both the OpenMP and
Serial implementations due to the large CPU-GPU communication overheads (see Figure 4.2 (a)).
While the OpenMP and the Serial implementation results are almost flat, CUDA performance
improves with higher number of elements per workset. This can be explained by the fact that there
is not enough work for the GPU with smaller workset sizes and we are essentially measuring the
kernel’s call latency and CPU-GPU communication.

Comparing performance results for the total time (Figure 4.2 (a)) with results for the compute
time (Figure 4.2 (b)), we can see that compute time for the CUDA implementation is now faster
than both Serial and OpenMP implementations for the number of elements per workset larger than
1000. Compute time for the OpenMP implementation is about 15 times faster that the time for the
Serial implementation. While most of the Albany evaluators are “thread-safe”, the “Scatter” eval-
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Figure 4.2. Strong scalability results for Aeras Shallow Water
TC5 on Shannon for the uniform 60 (0.5◦) mesh: (a) total time as
a function of the number of elements per workset; (b) time without
gather/scatter as a function of the number of elements per workset
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Figure 4.3. Weak scalability results for Aeras Shallow Water
TC5 on Titan (about 5600 elements per node): total time (left);
compute time (right)

uator represents local parallel reduction and its Kokkos implementation is based on using Kokkos
atomic operations that serialize concurrent updates to a datum. Therefore, eliminating the “Scatter”
evaluator from the total time significantly improves total OpenMP performance.

In Figure 4.3, we compare execution time as a function of compute nodes, holding the total num-
ber of elements constant in order to study weak scalability. Results are obtained on Titan Cray
supercomputer, established at Oak Ridge National Laboratory. Experiments are run on different
architectures (NVIDIA K20 GPU and Intel Xeon) along with a single CPU run. Excellent weak
scalability is observed for all runs.

Next, we compare performance of the original implementation run with the configuration of 16
MPI threads per node (MPI-only), the Kokkos OpenMP implementation with different number of
OpenMP threads per MPI thread and Kokkos CUDA implementation on Titan. As for the Shannon
results, we compare the total and compute times.

It is shown that the MPI-only version of the code gives the best performance results on Titan.
Although the Kokkos OpenMP multi-threaded implementation is expected to run faster than the
MPI-only version, the overhead of creating, destroying and synchronizing threads may be very
high, especially for the data-intensive problem as the Aeras problem considered here. CUDA
implementation is about 6 times slower than the MPI-only implementation for the total time, and
about 2.7 times slower for the compute time. These results are very different form the ones on
Shannon due to the fact that Titan has older version of the GPU (NVIDIA k20) and PCI express
bus with higher latency.
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3D Hydrostatic Model

In this section, the computational performance of the Kokkos implementation for the Aeras 3D
Hydrostatic equations is characterized by using OpenMP and CUDA. We focus our performance
analysis on the baroclinic instability test case. Table 4.3 shows the three cubed-sphere mesh reso-
lutions used in these simulations along with other notable parameters.

Name Degree resolution # elements Fixed dt Hyperviscosity Tau
uniform 30 1.0◦ 5400 30 5.00e15
uniform 60 0.5◦ 21,600 10 1.09e14

uniform 120 0.25◦ 86,400 5 1.18e13

Table 4.3. Cubed-sphere mesh resolutions considered for Aeras
3D Hydrostatic performance results

Bicubic shell quadrilateral spectral elements were again used for this test case and 10 levels were
used in the vertical direction. Each simulation is advanced in time using 100 iterations of an explicit
4 stage, 3rd order Runge-Kutta time-stepping scheme. The wall-clock time of each simulation is
computed by substracting the setup time from the total wall-clock time of the simulation.

Figures 4.4 and 4.5 show the wall-clock time and OpenMP and GPU speedup over MPI for the
uniform 30 mesh for different workset sizes on the Shannon cluster. The Kokkos OpenMP im-
plementation time (8 threads) is up to 4 times faster than the single-CPU implementation. The
speedup in the Kokkos CUDA implementation is much smaller because of the small workset size.
Larger workset sizes could not be used because of memory limitations on the GPUs.

Figure 4.6 shows the wall-clock time for the three mesh resolutions shown in Table 4.3 on the
Titan cluster. In this case, weak scalability is analyzed by using 32 MPI ranks, 32 MPI ranks + 8
OpenMP threads and 32 MPI ranks + 32 GPUs for the uniform 30 mesh, 128 MPI ranks, 128 MPI
ranks + 8 OpenMP threads and 128 MPI ranks + 128 GPUs for the uniform 60 mesh and 512 MPI
ranks, 512 MPI ranks + 8 OpenMP threads and 512 MPI ranks + 512 GPUs for the uniform 120
mesh. The results show near perfect weak scaling. Figure 4.7 shows OpenMP and GPU speedup
over MPI. The speedup in the Kokkos OpenMP implementation (8 threads) is approximately 3
which is a bit less than the 4 times speedup on Shannon. The Kokkos CUDA implementation
is approximately 2 times slower than the single CPU implementation. This is due to the small
workset sizes on each GPU (approximately 168 elements per GPU). Larger workset sizes would
be more efficient but could not be achieved because of memory limitations on the GPU.
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Figure 4.4. Wall-clock time as a function of the number of ele-
ments per workset for Aeras 3D Hydrostatic baroclinic instability
on Shannon for the uniform 30 mesh
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Figure 4.5. OpenMP and Nvidia K80 GPU speedup over MPI
as a function of the number of elements per workset for Aeras 3D
Hydrostatic baroclinic instability on Shannon for the uniform 30
mesh
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Figure 4.6. Weak Scalability results for the Aeras 3D Hydrostatic
baroclinic instability test case on Titan

Figure 4.7. OpenMP and Nvidia K20X GPU speedup over MPI
for the Aeras 3D Hydrostatic baroclinic instability test case on Ti-
tan
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Chapter 5

Uncertainty Quantification

The analysis of real-world systems using computational analysis tools has increased as the tools
have matured and computational resources have increased. These computational analysis tools
often make simplifying assumptions that affect their ability to accurately predict the real-world
phenomena that they are trying to simulate. These assumptions are often made to overcome a lack
of knowledge of the true physical processes that are part of the system (epistemic uncertainty) or to
account for the inherent variability in the environment (aleatoric uncertainty). Uncertainty quan-
tification (UQ) methods seek to assess the effect of these assumptions on the predicted quantities
of interest. The work presented here is applicable to aleatoric uncertainties, including variations in
initial conditions and parameters that affect how the computational model behaves, but not epis-
temic or model-form uncertainty.

Global atmosphere models have many sources of uncertainty. Typical global atmosphere models
directly solve for the atmospheric circulation but use empirical sub-grid scale models to charac-
terize other physical processes such as clouds and precipitation or solar radiation. A standard
approach to characterizing the effects of these uncertainties is to run an ensemble of simulations.
In the atmospheric modeling community, there are three main categories of multiple ensembles.
Multi-model ensembles involve running several atmospheric models developed by independent
groups in an attempt to address the model-form uncertainty introduced by assumptions about how
the various physical processes in the atmosphere interact with each other. Perturbed physics en-
sembles seek to address the parametric uncertainty of a model by varying the parameters that
influence the interactions within the model. Initial condition ensembles address the uncertainty
associated with the initial state of the atmosphere and/or ocean that are used to start the simulation.
The embedded UQ methods discussed here are appropriate for use in perturbed physics ensembles
or initial condition ensembles.

Uncertainty quantification methods can be broadly categorized into intrusive (or embedded) and
non-intrusive methods. Non-intrusive methods, such as Monte-Carlo sampling, treat the simulation
code as a black box, and repeatedly run the analysis code while varying the input parameters.
These methods are straight forward to use as they do not require any modifications to the analysis
code, but may not be very computationally efficient. Embedded or intrusive UQ methods, such as
stochastic Galerkin methods, require modifications to the analysis code. The approach we take for
Aeras can be thought of as a hybrid of intrusive and non-intrusive. We use non-intrusive sampling
based methods, but we modify the analysis code to more efficiently evaluate these samples.
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5.1 Concurrent Ensemble Sample Propagation

Albany, and by extension Aeras, can employ both intrusive and non-intrusive UQ methods. Non-
intrusive UQ methods are enabled by Dakota, which provides sampling based methods such as
Monte Carlo and non-intrusive polynomial chaos expansions. Intrusive (or embedded) UQ meth-
ods are enabled in Albany through the use of the Trilinos package Stokhos. Stokhos uses the
concept of operator overloading to define embedded UQ datatypes that minimize the required
modifications to an analysis code. Stokhos provides tools to enable stochastic Galerkin methods
and concurrent ensemble sample propagation. Aeras makes use of the concurrent ensemble sam-
ple propagation capability of Stokhos to improve the computational efficiency of sample-based UQ
methods.

In traditional sample-based UQ methods, each sample is evaluated independently of each other.
This can be thought of as a loop over the number of samples, where the analysis code is called
inside the loop. Running the analysis in this fashion does not require any modifications to the
code. However, there is often a substantial amount of duplicated effort with this approach, such as
reading in the mesh or computing the basis functions for finite element calculations.

In concurrent ensemble sample propagation, a set of the requested samples are evaluated concur-
rently by the analysis code. For each ensemble of samples, routines that do not depend on the
values of the samples are called only once, such as reading in the mesh for cases without geomet-
ric variations. Concurrent ensemble sample propagation can be thought of as a reordering of the
loops so that the loop over the samples occurs at the scalar level of the analysis code. This means
that at the smallest scales of the code each operation that would normally operate on scalar values
is instead carried out on an ensemble of scalar values.

The use of concurrent ensemble sample propagation offers many possibilities for improving the
computational efficiency of sampling based UQ. Operating on arrays of scalar values that are stored
contiguously in memory offer improved memory access patterns and an increase in the ability to
vectorize the operations. For parallel calculations using MPI, message size is increased and fewer
messages are sent, reducing the overall amount of communication overhead. In general, increasing
the amount of work done at the smallest scales provides increased opportunities for fine-grained
parallelism and efficiency.

The use of Stokhos for embedded uncertainty quantification has been a capability of Albany for
steady state problems. In order to apply these capabilities to Aeras, the use of Stokhos in Albany
was extended to transient problems. During this effort, the default storage type for the Stokhos
multipoint type was changed to the more efficient static vector storage. These new capabilities
were then applied to several Aeras test problems.
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Speedup using a Single Workset, Original EpetraExt Implementation

Figure 5.1. Observed speedups for original EpetraExt concurrent
sample implementation when using a single workset.

5.2 Concurrent Ensemble Samples Speedup Results

The results presented here are for shallow water test case 5. Similar results were observed for a
2D hydrostatic test case, but are not presented here. Shallow water test case 5 simulates flow over
an isolated mountain. For the purposes of these embedded UQ runs, the height of the mountain is
treated as a random variable. The test case is run for a total of 3000 time steps using a time step of
9 seconds.

Figure 5.1 shows the observed speedups when using concurrent ensemble sample propagation
compared to traditional sequential sampling. For these results, a total of 32 samples are requested.
Results are presented for ensemble sample sizes of 1, 2, 4, 8, 16, and 32. When an ensemble size
of 32 is used, a single evaluation of Aeras is performed. When an ensemble size of 16 is used, two
evaluations of Aeras are performed. When an ensemble size of 1 is used, 32 evaluations of Aeras
are performed. This should be equivalent to traditional sequential sampling, but some small timing
differences are observed in some cases.

The results in Figure 5.1 show the speedup increasing to around 5 as the ensemble sample size is
increased to 32. After these results were generated, several optimizations were made to Aeras to
try to improve the baseline timings. In Albany, worksets are used to decompose a problem into
smaller parts in order to control the memory required for the calculations. These optimizations
have the largest effect when Albany is run using a single workset. Figure 5.2 shows the observed
speedups when using a single workset after these optimizations were put in place. The maximum
speedup observed is now around 2.2 and occurs with an ensemble size of 8. If Aeras is run with
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Speedup using a Single Workset, Optimized EpetraExt Implementation

Figure 5.2. Observed speedups for optimized EpetraExt concur-
rent sample implementation when using a single workset.

multiple worksets, then a speedup of around 5 is observed for an ensemble size of 32, as shown in
Figure 5.3.

The concurrent ensemble sample propagation implementation in Aeras discussed so far is based
upon the EpetraExt model evaluator. Unfortunately, this means that other features of Aeras are not
available, such as the use of spectral elements and Kokkos. These features require the use of the
Thyra model evaluator. In principle, converting the concurrent ensemble implementation to use
the Thyra model evaluator should be straightforward.

The Thyra model evaluator is templated on the scalar type, so switching from the standard double
precision to the Stokhos multipoint type should be fairly simple. However, there were a number of
packages in Trilinos that needed to be modified to get this to work. In particular the following Trili-
nos packages required some level of modification: Stokhos, TriKota, Rythmos, Stratimikos, and
Piro. There were also a number of changes required to Albany and Aeras. Currently, these changes
exist in local repositories and of this writing have not yet been pushed to the public repositories for
Trilinos or Albany. A plan is being developed to push these changes once they are cleaned up and
shown not to negatively impact other work.

The conversion to use concurrent ensembles with Thyra is not entirely complete. Currently, time
stepping using Rythmos is disabled so the results that will be presented here are for a single residual
evaluation. Getting time stepping with Rythmos to work may require substantial modifications to
Stratimikos. Stratimikos is currently not templated, so the effort required to get it to work with
concurrent ensembles is likely beyond the scope of this project.
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Speedup using a Default Workset Size, Optimized EpetraExt Implementation

Figure 5.3. Observed speedups for optimized EpetraExt concur-
rent sample implementation when using the default workset size.

Figure 5.4 shows the observed speedups when using the Thyra implementation. These results
show a maximum speedup of around 2.2 for an ensemble size of 8. This is comparable to the
EpetraExt results shown in Figure 5.2, however the Thyra implementation exhibits lower speedups
for ensemble sizes of 16 or 32. These results are for a single workset with the optimizations
enabled. If the optimizations are disabled, then a speedup of around 5 is observed for an ensemble
size of 32, as can be seen in Figure 5.5.

The conversion to use the Thyra model evaluator enables the use of Kokkos, and thus perfor-
mance portability. Figure 5.6 shows the observed speedups when using Kokkos with the default
serial node. This should be roughly equivalent to running without Kokkos, but differences in the
speedups can be seen. The maximum speedup still occurs for an ensemble size of 8, but the maxi-
mum value has decreased to around 1.8.

Figure 5.6 shows the observed speedups when using Kokkos with OpenMP. This plot compares
runs using different numbers of threads. There are slight differences between the runs and some
observations can be made, but these trends may not extend to other cases. With 1, 2, or 4 threads
the maximum speedup occurs at an ensemble size of 8. For 8 threads, ensemble sizes of 4 and 8
have comparable speedups.
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Speedup using a Single Workset, Thyra Implementation

Figure 5.4. Observed speedups for Thyra concurrent sample im-
plementation when using a single workset.
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Figure 5.5. Observed speedups for Thyra concurrent sample im-
plementation when using a single workset with optimizations dis-
abled.
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Speedup on Shannon using Kokkos Serial Node, Thyra Implementation

Figure 5.6. Observed speedups for Thyra concurrent sample im-
plementation when using Kokkos serial node.
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Figure 5.7. Observed speedups for Thyra concurrent sample im-
plementation when using Kokkos with OpenMP.
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Chapter 6

Future Work

In late 2015, Sandia hosted a site visit by ACME leadership, including Dorothy Koch, program
manager at BER for ACME, and Dave Bader, PI for ACME. During this site visit, Aeras PI Bill
Spotz, 1446, presented current results for performance portability and concurrent samples for UQ
in Aeras. A few weeks later, Sandia gave a program update to all of BER management in German-
town, MD, including a similar update on progress with Aeras.

In early 2016, BER released a Funding Opportunity Announcement for the Climate Modeling De-
velopment and Validation program. Based in part on the success of the Aeras project, Sandia was
invited to lead a multi-institution proposal for the modernization of ACME software. Led by Andy
Salinger, 1442, the ACME Software Modernization Surge proposal was awarded for $4.75M/yr for
three years. Of that total, Sandia will receive roughly $1.8M/yr to improve various aspects of the
computational science foundation for ACME.

A little over half of that $1.8M/yr will be devoted to the Spectral Element Dycore Upgrade task,
a direct extension of the Aeras project. This task will systematically convert the ACME CAM-
SE computational kernels from Fortran to C++ so that the Kokkos programming model can be
introduced. At each step, unit and regression tests will be run to ensure that performance is not
sacrificed. At the end of this process, code that has been duplicated and modified for at least three
different architectures will be consolidated into a single code base, will run efficiently on all the
same computers, and will be significantly easier to maintain. They will also be ready for any
new high performance programming model that might be introduced by the Exascale Computing
Project, by seamlessly leveraging the porting efforts of the Kokkos team. Once these kernels are
converted to C++, a similar process will be followed to introduce concurrent samples, which, like
Kokkos, depends on C++ templates.

The Areas models will serve as templates for the Kokkos conversion, provide benchmarks for
performance on advanced architectures, and former Aeras staff will provide lessons learned to
ease the transition. The end result will be a production-quality atmosphere model for climate with
the next-generation capabilities developed in this LDRD project.
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Chapter 7

Conclusions

The Aeras project was started with the goal of developing a prototype global atmosphere model
with next generation capabilities considered important by the climate modeling community. These
next generation capabilities included performance portability, in which a single code base can sup-
port efficient execution on multiple diverging computer architectures; and embedded uncertainty
quantification (UQ), in which the code itself can provide feedback that improves a UQ algorithm.

On the first front, performance portability, we were able to utilize the Kokkos software package
and programming model to develop a 2D shallow water model, a 2D x-z hydrostatic model, and
a 3D hydrostatic model that are performance portable: they all run efficiently on serial nodes,
threaded nodes and GPU nodes. For the serial case, we achieved an efficiency of roughly one-half
that of HOMME, the model that serves as the atmospheric dynamical core of the production cli-
mate models ACME and CESM. While a more efficient serial performance for Aeras would have
been desirable, it should be noted that HOMME has been optimized for well over a decade, and
the efficiency that we did achieve actually speaks quite well for Albany, the enabling technology
on top of which we rapidly prototyped Aeras. Relative to this serial performance, the threaded per-
formance consistently showed speedups at or near what one would expect. The GPU performance
was a little more mixed. Newer machines such as Shannon showed better relative speedup than
older machines such as Titan, which is not unexpected. CPU-GPU communications have always
been a bottleneck for GPU performance. Our strategic decision to use CUDA UVM made this bot-
tleneck worse in the short term, but will be an advantage long-term. Eliminating the gather-scatter
operation (and thus the CPU-GPU communication) from the timings, we found certain configura-
tions where MPI-CUDA was slower than MPI-only, but other configurations where MPI-CUDA
was faster. Obtaining efficient GPU performance still requires some specialized tuning, and will
always be dependent on large workset sizes. Nevertheless, the fact that improved performance was
achieved with a single code base represents a significant saving potential in future porting efforts.

On the second front, embedded UQ, the research underwent a slight course correction when we
noted the growing consensus that embedded techniques are of little help in fundamentally chaotic
systems. This will limit UQ for climate to ensemble techniques, and so we pursued a new approach
called concurrent samples that allows us to run multiple simulations simultaneously. In this mode,
we can amortize calculations that are common to all of the simulations, reduce latency over all
of the simulations by combining communication, and increase efficiency by providing processing
units with more work to do. Under a large variety of different configurations, we typically saw a
doubling of runtime efficiency when utilizing concurrent samples.
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The Aeras project proved its relevance to the DOE climate modeling community by serving as one
of several catalysts to Sandia’s invitation to lead a proposal for the Climate Model Development
and Validation (CMDV) program. The successful proposal resulted in a total award of $4.75M/yr
for three years to modernize several aspects of the ACME software base. Sandia receives roughly
$1.8M/yr of this total, and just over half of that amount is earmarked for the extension of the
Aeras project: to introduce Aeras technologies into the ACME atmospheric model to provide both
performance portability and concurrent samples. The awarding of this top-level project, dubbed
CMDV-Software, cements Sandia’s leadership role for computational science in climate. Sandia’s
willingness to expend LDRD funds on this project, and its subsequent success, played an important
role in earning that leadership role.
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Appendix A

Papers and Presentations

A.1 Papers

• W. Spotz, T. Smith, I. Demeshko and J. Fike, “Aeras: A Next Generation Global Atmosphere
Model,” Procedia Computer Science: International Conference On Computational Science,
ICCS 2015 Computational Science at the Gates of Nature, v51, K. Sloawomir, et.al., editors,
2015, pp. 20972106.

• I. Demeshko, O. Guba, R. Pawlowski, M. Heroux, A. Salinger, W. Spotz and I. Tezaur,
“Towards Performance-Portability of the Albany Finite Element Analysis Code Using the
Trilinos Library Kokkos,” submitted to J. HPC Appl., 2015.

• J. Fike, W. Spotz, E. Phipps, A. Salinger and I. Tezaur, “Embedded Uncertainty Quantifica-
tion in Aeras, a Next-Generation Global Atmosphere Model,” in preparation.

A.2 Presentations

• W. Spotz, A. Salinger, S. Bova, J. Overfelt and M. Taylor, “Extending Albany to Solve PDEs
on the Sphere,” poster at Workshop for the Solution of PDEs on the Sphere, Boulder, CO,
April, 2014.

• W. Spotz, “A Next-Generation Global Atmosphere Model,” presented at International Con-
ference on Computational Science, Reykjavic, Iceland, June, 2015.

• W. Spotz, J. Fike, I. Tezaur, A. Salinger, E. Phipps, “Uncertainty Quantification for a Next-
Generation Global Atmosphere Model,” poster at Workshop on Uncertainty Quantification
in Climate Modeling and Projection, Trieste, Italy, July, 2015.

• W. Spotz, “A Next-Generation Global Atmosphere Model,” presented at Workshop for the
Solution of PDEs on the Sphere, Seoul, South Korea, October, 2015.

• W. Spotz, “UQ for the Global Atmosphere,” presented at SIAM Conference on Uncertainty
Quantification, Lausanne, Switzerland, April, 2016.
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• I. Tezaur, I. Demeshko, A. Salinger and W. Spotz, “Building Next-Generation Atmosphere
and Land-Ice Models Using the Kokkos Trilinos Library,” presented at Computational Meth-
ods for Water Resources, Toronto, Canada, June, 2016.

A Note on Conferences Attended We presented results from this project at a number of confer-
ences held in foreign countries, indeed more than we expected at the onset of the project.
One reason for this is that several of the meetings are both highly appropriate for this area of
research and development, typically or often held in the United States, but happened to be
held in foreign countries during the timeframe of this project. For example:

PDEs on the Sphere This is a workshop aimed at the community of global atmosphere model
developers, and so we considered it a required meeting. Historically, it used to be held
solely at US locations, but increasing participants from Europe and Asia has led to new
international hosts in recent years, such as England, Germany, Japan, and in 2015, South
Korea.

SIAM Conference on Uncertainty Quantification SIAM meetings are prestigious conferences
and a perfect place to report our UQ and concurrent samples work. Typically held in the US,
the 2016 SIAM UQ meeting was nevertheless held in Switzerland.

Other conferences presented special opportunities:

International Conference on Computational Science, held in Iceland in 2015, is an important
meeting attended by many Sandia researchers from the Center for Computing Research.
The Aeras project was invited to participate in a conference workshop entitled “Numerical
and Computational Developments to Advance Multi-scale Earth System Models,” which we
deemed highly appropriate.

Workshop on Uncertainty Quantification in Climate Modeling and Projection, held in Italy in
2015, was the first workshop we had been made aware of that focused on UQ specifically for
climate modeling. This meeting ended up giving us important interactions with and insights
from end users for UQ in climate.
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