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ABSTRACT 

Performance portability to new and emerging architecture machines (e.g., multi-core, many-

core and GPU systems) is becoming a requirement in many applications, climate modeling in 

particular.  As high performance computing architectures become increasingly more 

heterogeneous, climate modeling tools must also adapt and be more efficient in taking 

advantage of potential performance capabilities.  

Performance portability of a finite element code can be achieved using the Kokkos [1] library 

and programming model.  Developed at Sandia National Laboratories, Kokkos is a library-

based programming model that enables computational kernels to be performance portable 

across many-core architectures.  This is accomplished by decoupling computational kernels 

from device-specific data access performance requirements (e.g., NVIDIA coalesced memory 

access) through an intuitive multidimensional array API.  Specifically, the Kokkos library 

provides data abstractions to adjust (at compile time) the memory layout of basic data 

structures like 2D and 3D arrays and allow the transparent utilization of special hardware load 

and store operations.  These features enable Kokkos to maximize the amount of user code that 

can be compiled for diverse devices and obtain similar performance as a variant of the code 

that is written specifically for that device.   

This talk will detail our effort in developing a performance portable implementation of the 

finite element assembly in a multi-physics C++ code known as Albany [2], which houses 

several climate applications.  We will describe the process of refactoring the finite element 

assembly process for two different climate simulation modules within Albany: the Aeras 

atmosphere solver and the FELIX land-ice dynamical core.  We will then show results of 

strong as well as weak scalability studies on MPI+OpenMP and MPI+GPU frameworks for 

these two climate applications.  We will conclude by discussing several methods for improving 

the performance of the code for future optimizations. 
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