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ABOUT YOURSELF2

Associate Professor in CS since 2015, over 85 journal/conference papers, over 4600 citations, h-index 21, i-10 
index 30 published in CCS, TDSC, CODASPY, ICN, etc. 

• Research areas: Scalable Security, Privacy, and Access Control in Future Internet Architectures, such as smart 
grid, IoT, internet, … 

• Research group interests: Solving real-world problems with techniques, such as configurable crypto, zero 
knowledge proofs, blockchains, machine learning, and AI. 

• Size: 6 PhD, 3 MS, and 3 UG students, with two postdocs. Four domestic and two women students.  

• Belong to the Communication Security and Resilience Group 

• Director, BS in Cybersecurity Program (starting Fall 2020)
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My General Research Interests4

Wireless Networks
Internet of Things

Online Social 

Networks

High Performance 

Computing

Future Internet 

Architecture 

Cyber-physical Systems

Cybersecurity, Privacy, Reliability, Scalability, Access Control, 

Optimization, Network Analysis, System Modeling –

Theory, Practice, Application

Publication Venues: ACM CCS, IEEE TDSC, ACM CODASPY, IEEE Internet of Things, IEEE Comm. Mag, IEEE 

SmartgridComm, ACM ICN, IEEE TWC, IEEE ComST.



Current Research Interests 5

Using Blockchains to enable:

◦ Distributed Credit Networks (CODASPY ‘19)

◦ Auditable Surveillance Processes (CCS ‘19)

◦ GDPR based data storage and post-disaster rescue

Security, privacy, and access control @ edge

◦ Verifiable computing by redundancy

◦ Trust management and reputation

◦ Data utilization with preservation of  privacy and sustainable economic model

◦ Machine Learning and Security as a serice (ML-aaS, S-aaS) at the edge

Creating a resilient and scalable network architecture for cyber-threats aware solar smart grid distribution system

◦ Secure communications

◦ Threat assessment, mitigation, and reduction of  impact of  mitigation (recently funded by DoE) 

Quantum Computing and Post-Quantum Security 



Blockchains use as a distributed ledger and messaging board6

More from Roopa on this. 



Edge Computing: Potential and Security and Privacy7

Verifiable Computing 

User and Data Privacy

Distributed, Resilient ML

Compute Reuse

Service Discovery



Cybersecurity for the Smart Grid: Resilient Networking and Configurable Security
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Initial Results9
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Fig. 8: The communication network topology (overlay) for an

IEEE 39-bus (blurred, underlay) power network [15].

Fig. 9: Packet forwarding strategies in NDN and IP

two congestion injection nodes send 5000 packets/sec using

packets of size 1024 bytes resulting in 5.12 Mbps throughput

which is sufficient to congest the core network links. The links

used to connect the nodes in our experiments use the Carrier-

Sense Multiple Access/Collision Detection (CSMA/CD) [27]

Layer-2 medium access protocol.

To better evaluate the protocols, we have conducted three

experiments as shown in Table II. Total simulation time for

each scenario is 300 secs. For Case 1, we did not introduce

any congestion into the network. In Case 2, we congested

some of the best path links for a short time (2% of the total

simulation time). The congested best paths are indicated by

the flow arrows shown in Fig. 8. In Case 3, we made the

congestion last longer (50% of the total simulation time).

Our simulation uses the native NDN deployment over

Ethernet (standalone NDN mode). This is done with the aim

of having a fair comparison with the IP protocol as well as

evaluating the architecture in its native form. Our assertion

is that TCP and UDP are not needed, but in fact add extra

overhead to communications. We did not use NDN’s in-

networking caching in our experiments because our flows in-

volve real-time communications. However, other power system

TABLE II: Different Cases Simulated For TCP, UDP and NDN

Description Reason for Test Case

Case 1 No congestion Network operating under
ideal conditions

Case 2 Link congestion introduced
for 2% of the total simula-
tion time

Network experienced peak
traffic momentarily

Case 3 Link congestion introduced
for 50% of the total simu-
lation time

Network experienced peak
traffic for noticeable dura-
tion

use-cases might find caching capability useful especially in

publish-subscribe scenarios (e.g., EMS business and market

transactions, Transactive energy market transactions, and bid

transactions in power markets).

In our experimentation, the Data payload sizes used for

NDN, UDP, and TCP simulations were configured to be

100 bytes, which is larger than the typical PMU frame size

(40 to 70 bytes), with the aim of demonstrating scalability

for possible future frame sizes. Our experiments used the ns-

3 implementation of default TCP and UDP protocols without

any changes. For the IP (TCP and UDP) simulations, routing

is dynamically calculated based on the least cost path between

any sourceand destination pair. Similarly, in NDN simulations,

the least cost paths are selected dynamically. The dynamic

route selection algorithms are ns-3 and ndnSIM default im-

plementations.

Fig. 9 shows the forwarding strategies used in our experi-

ments. It illustrates a scenario when one sender transmits the

same information to two receivers. Notice that the IP paradigm

follows a loop-free path (may lead to congestion) whereas

NDN paradigm optimally utilizes multiple routes to reach the

destination. We have considered unicast in IP experiments and

multiple interface forwarding in NDN. We did not experiment

with IP multicast since, as we mentioned in Section I, the

resultant packet forwarding effect becomes the same as IP

unicast.
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Fig. 10: Packet Loss Comparison among NDN, TCP, UDP

C. Analysis of Results

1) Communication Network Metrics: For evaluation, we

have conducted detailed analysis on the a) network latency

and b) packet loss metrics. Fig. 10 shows the packet loss

comparison across the three cases experimented for TCP, UDP,

and NDN. With no network link congestion (Case 1), both

UDP and NDN have 0% packet loss, which is expected. TCP

experienced a negligible amount of packet loss (0.003%).
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(a) 0% of Simulation Time (b) 20% of Simulation Time (c) 50% of Simulation Time

Fig. 11: Latency Comparison for Different Congestion Durations.

(a) TCP (b) UDP (c) NDN

Fig. 12: Power grid status based on the performance of all three protocols
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Future Work on this front…10

Identify and model the communication, networking, and attack vectors and latency challenges; 
categorize them based on priorities.

Model different attacks (DDoS/DoS, jamming, blackhole, sinkhole attacks) and build solutions to 
mitigate the impact; also quantify the impact of  the attacks.

Create a rulebook for the utility operators to follow for security and privacy needs.  



ML in the Smart Grid11

TrojanAI: Adversarial sample crafting to selectively alter outcomes of  machine learning models. e. g, mis-classification of  
critical events by minimal perturbation of  data from input sensors.

Machine learning models promising for monitoring, supervisory protection and control DSS.

Our preliminary work crafts coordinated adversaries which minimally alter the measurements sensed by a small set of  
selective PMUs to fool the AI-based wide area monitoring, protection and control systems (WAMPCS). 

Trained Machine 

Learning Model (CNN)

Disturbance Types

Multi-dimensional PMU data 

The Model predicts the 

event as Capacitor 

Switching (E1)

E3

E2

E1

E3

We also focus on the defense mechanisms that could potentially minimize adversary crafting.

Extend to data driven microgrid management / control, and smart meter data analytics.
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List funding sources of  current projects, if  applicable- especially joint work with Sandia, other NM 
Universities, or other Sandia Academic Alliance Universities (UT Austin, Georgia Tech, UIUC, or 
Purdue). 

▪ CREST: Interdisciplinary Center for Research Excellence in Design of  Intelligent Technologies for 
Smartgrids Phase II, Co-PI, total amount ~$5M, lead security and resilience subproject. (NSF)

▪ Optimal Reconfiguration and Resilient Control Framework for Real-Time Photovoltaic Dispatch to Manage 
Critical Infrastructure (ReDis-PV) $3.6M (UNCC, Clemson, Michigan Tech, INL). (DoE)

▪ ICN-WEN: Collaborative Research: ICN-Enabled Secure Edge Networking with Augmented Reality, 
NSF/Intel funded, Co-leading with UCLA, $2M. (NSF/Intel) 

▪ EPSCoR grant – RII Track-1: The New Mexico SMART Grid Center: Sustainable, Modular, Adaptive, 
Resilient, and Transactive, ~$24M, (NMSU, UNM, NM Tech, …), co-lead networking and security 
subproject. (NSF)



RESEARCH NEEDS13

Describe any gaps or new directions that would benefit from collaboration.

▪ Smart grid security and resilience (and critical infrastructure by translation)

▪ Adversarial machine learning and impact on critical infrastructure 

▪ Quantum-safe computing and security


