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Abstract

Modern cluster interconnection networks rely on pro-
cessing on the network interface to deliver higher band-
width and lower latency than what could be achieved oth-
erwise. These processors are relatively slow, but they pro-
vide adequate capabilities to accelerate some portion of the
protocol stack in a cluster computing environment. This of-
fload capability is conceptually appealing, but the standard
evaluation of NIC-based protocol implementations relies on
simplistic microbenchmarks that create idealized usage sce-
narios. In this paper, we evaluate characteristics of MPI us-
age scenarios using application benchmarks to help define
the parameter space that protocol offload implementations
should target. Specifically, we analyze characteristics that
we expect to have an impact on NIC resource allocation
and management strategies, including the length of the MPI
posted receive and unexpected message queues, the number
of entries in these queues that are examined for a typical
operation, and the number of unexpected and expected mes-
sages.

1. Introduction

A large number of modern cluster computers leverage
high performance network interfaces that include a pro-
grammable processor. These range from low-end Giga-
bit Ethernet cards with 88 MHz processors to Myrinet [3]
and Quadrics [20] cards with much more computing power.
NIC processors have been touted as an opportunity to sig-
nificantly improve MPI processing (ranging from simple
protocol offload to offloading large portions of the MPI
stack) for cluster computers. Indeed, eliminating the PCI
bus from much of the MPI processing path has significant
advantages. Numerous microbenchmarks have been used to
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illustrate the improvements in bandwidth and latency that
can be achieved; thus, aggressive supercomputer designs
such as Red Storm[1] have chosen to effectively offload
most of the MPI matching semantics by using Portals[5].
It should be expected that with the growth in silicon area
available to NICs that even more of the MPI stack will be
absorbed; however, NIC-based programmable processors
are currently much slower than their host processor counter-
parts. With the limited power budgets typically available to
the NIC, this trend is expected to continue. The impacts of
this disparity are not obvious in standard microbenchmarks
and the implications can be significant.

One of the problems with standard microbenchmarks is
that they only evaluate networks under idealized usage sce-
narios. Typically, latency is only evaluated with one item in
the posted receive queue, and bandwidth is measured only
with pre-posted receives. Real applications have multiple
items in the MPI posted receive queue and searching the
posted receive queue for a match increases latency. Sim-
ilarly, real applications have unexpected messages that can
impact MPI performance in various ways. These effects can
be exaggerated when portions of the protocol are offloaded
onto a relatively slow NIC processor.

Surprisingly, there have been no studies of the parame-
ter space that real applications create. Designers of NIC of-
fload engines target improved bandwidth and latency in ide-
alized scenarios because full application benchmarks tend
to obscure the magnitude of improvements their efforts have
yielded. A doubling of bandwidth is much more impressive
than the corresponding 5% improvement in application ex-
ecution time it might produce.

This work seeks to fill a critical gap in the understanding
of the way applications use the network. A variety of data
was collected from the NAS Parallel Benchmark suite[2]
including:

o the length of the MPI posted receive queue

o the length of the MPI unexpected message queue
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o the number of entries in each queue that are examined
for a typical operation

e the percentage of expected and unexpected messages

This data can have a significant impact on the resources that
are needed on a NIC, the way those resources are managed,
and the portion of the MPI stack that should be offloaded.
We believe this type of data can be used in numerous ways.
For example. it can be useful to the networking commu-
nity to help in designing new network interfaces, develop-
ing new protocol processing strategies, and implementing
new benchmarks to measure the performance of the net-
work under realistic loads. It may also be important from
a performance analysis standpoint, as a significant number
of unexpected messages my indicate an opportunity for in-
creasing message passing performance.

The rest of this paper is organized as follows. The next
section describes the motivations for this work in more de-
tail. Section 3 discusses how this work relates to other pub-
lished research. Following that, Section 4 discusses our ap-
proach for the measurements taken and Section 5 describes
the test system and benchmarks. Measurements from the
test system are presented in Section 6 followed by conclu-
sions in Section 7 and future work in Section 8.

2. Motivation

Relative to host processors, network interface processors
are slow, but their proximity to the network makes them ad-
equate to accelerate some portion of the protocol stack in
a cluster computing environment. The advantages of this
form of offloading have been well established. In previ-
ous work, we have presented arguments for pushing more
protocol information onto the network interface in order to
better support upper-level transport protocols, and we have
presented an architecture that provides the basic building
blocks for constructing protocols for many different higher-
level programming interfaces[5].

However, there are several fundamental issues that can
impact the amount of protocol processing that is appro-
priate for offload. Most of these issues are related to the
amount of resources that are needed from the network in-
terface and how those resources are managed. For ex-
ample, the Quadrics Tports interface and the Myricom
MX interface[19] are all designed to support some sort of
tagged message selection processing by the network inter-
face. These interfaces have chosen to enable offloading of
a portion of the MPI matching semantics because the ex-
tra processing resources required for tag matching on the
network interface can provide a significant performance in-
crease compared to performing tag matching using the host
processor — provided there are sufficient NIC processing

cycles available. The Portals interface that we have pro-
posed allows for offloading message selection capability,
but also provides a much richer set of semantics that require
processing as well as memory resources.

Currently, the amount of NIC resources that can be used
for protocol processing are scarce relative to resources on
the host. We believe that as networks increase in perfor-
mance and the bottleneck between the host processor and
the network processor is eliminated (or significantly re-
duced), a richer set of network processing semantics will
be required to deliver raw network performance to applica-
tions. However, this ability to deliver performance will de-
pend on having the appropriate allocation and management
strategies for network resources.

For example, the Portals interface supports an implemen-
tation of MPI where the posted receive queue and unex-
pected queue exist in NIC memory. When a message comes
into the NIC, the posted receive queue is traversed and the
message is deposited directly into user memory. If the re-
ceive was pre-posted, the message is delivered directly into
the appropriate user-supplied buffer. If the message was un-
expected, it is delivered into a user-level buffer provided by
the MPI library. We believe this approach can offer a sig-
nificant performance improvement compared to MPI imple-
mentations where these queues are managed on the host by
the MPI user-level library. However, the limited resource
environment of most network interfaces prohibits us from
traversing an extremely long posted receive queue, either
because this prevents the NIC processor from other duties
or because NIC memory is not large enough to hold an arbi-
trarily long queue. In this case, the appropriate strategy for
managing these NIC resources is largely dependent on the
behavior of the MPI application. This paper analyzes ap-
plication benchmarks in an attempt to provide much needed
data to answer questions about how NIC resources should
be managed and how much processing capability might be
needed on the NIC.

3. Related Work

There is a significant amount of work in the area of par-
allel application performance analysis. However, we know
of no work that collects, analyzes, or uses MPI unexpected
messages or MPI queue information as a basis to character-
ize performance and scalability. Most performance analy-
sis tools for MPI use the MPI profiling interface to gather
message tracing and timing information. Since unexpected
messages are not exposed in the MPI programming inter-
face, this information is not available to the profiling layer.
Many of the issues with unexpected messages that we are
analyzing in this paper have motivated work on a portable
interface for exposing low-level MPI implementation de-
tails, such as unexpected messages, to application develop-
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ers and performance tool developers. This interface, called
PERUSE [11], is currently being explored by a number of
organizations in the MPI research community. This work
emphasizes the need to be able to capture low-level MPI
performance information to assist in characterizing applica-
tion message passing requirements. We have also tried to
motivate this need with respect to unexpected messages in
previous work [4, 6].

In addition to performance analysis, there is also a signif-
icant amount of work that characterizes the message passing
behavior of applications and application benchmarks in an
attempt to understand or predict how well they will scale.
Example of this type of analysis can be found in [30] and
[31]. As with performance tools, this analysis does not con-
sider the impact or effect of unexpected messages or queue
lengths, largely because this information is not easily attain-
able.

A variety of research efforts have studied the use of NIC
processors to accelerate protocol processing[24, 25, 26] or
have added hardware to support protocol processing[9, 18,
22, 23]. In general, these efforts have demonstrated im-
provements in achievable latency and bandwidth. How-
ever, with particularly slow embedded processors, it is al-
ready clear that insufficient processing power is available
to fully support the network bandwidth[25]. Other pro-
tocol processing efforts outside of cluster computing have
used promising new network processors such as the Intel
IXP1200 and IXP2800[16, 12, 27] that have significantly
more processing power, but are still resource constrained.

Some efforts have studied protocols that offload a por-
tion of the MPI matching semantics. For example, in [17]
portions of a Portals[5] stack were offloaded. Similarly,
the Quadrics network[20] offloads the MPI matching stack
onto the network interface, and others have explored this
approach for Myrinet [29]. A new software stack from
Myricom for Myrinet, called MX [19], appears to do this
as well. A continuing challenge for such implementations
is the relatively slow speed of the NIC processor. When
the posted receive queue is short, such as with a ping-pong
benchmark, dramatic latency reductions are seen; however,
longer posted receive queues could lead to significant per-
formance degradation.

Other efforts have considered absorbing other portions of
the MPI stack. A particularly common option is to offload a
portion of the MPI collective operations[15, 7, 28, 8]. Even
with relative simple collective operations, limited CPU per-
formance can be constraining.

The logical extension of previous work will be embed-
ded network processors that absorb greater portions of MPI.
However, none of the efforts thus far have presented stud-
ies with respect to the requirements of real applications for
such implementations. For these efforts to be successful
outside of the research laboratory, it will be necessary for

them to address real application usage scenarios. This pa-
per provides some of the data that will be needed to properly
design such MPI offload engines.

4. Approach

The MPICH [14] implementation has an abstract device
interface (ADI) [13] that provides a network transport layer
with the functions necessary to implement MPI semantics.
In particular, the posted receive queue and unexpected mes-
sage queue are linked lists that are managed within the ADI
code. These linked lists are not usually manipulated by the
underlying transport layer directly. The ADI abstracts the
implementation of these queues away from the transport
layer.

For example, the ADI provides a function call,
MPID Msg.arrived (), for the transport layer to use to
signify the arrival of a new message. This function traverses
the posted receive queue to see if there is already a match-
ing receive posted. If there is, it removes the entry from
the queue and proceeds. If not, it enqueues information
about the new message in the unexpected queue. In order
to keep track of the average number of times the posted re-
ceive queue is searched, we increment a counter each time
MPID Msg._arrived () is called. Inside this function, we
increment another counter each time a queue entry is in-
spected.

The unexpected queue must be searched each time
an MPI receive is posted. The MPICH ADI function,
MPID_Search unexpected_queue_and_post (),
searches through the unexpected queue looking for a
matching message. If no match is found, the receive is
added to the posted receive queue. If a match is found,
the unexpected message is dequeued and the receive
is processed. This function actually calls another ADI
function that searches the unexpected queue. We simply
increment a counter each time this function is called, and
increment another counter each time an unexpected queue
entry is inspected.

We also used this function to keep track of the number
of unexpected and expected messages. We traced the ADI
code to find all of the places where this function is called,
and incremented a counter for each type of message. In or-
der to have more detail about short versus long messages,
we traced the code further down into the device-specific
transport layer (ch_gm) and inserted counters there.

We also instrumented the queue management utility
functions in the MPICH ADI to keep track of maximum
queue length. Each time an entry is enqueued, we incre-
ment a length counter associated with the queue. Likewise,
this counter is decremented each time an entry is dequeued.
Each time a new entry is enqueued to the posted receive or
unexpected message queue, we inspect the length counter
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to maintain its maximum value.

In order to allow applications to access these counters
and maximum values, they were implemented as global
variables. This approach allows them to be initialized with-
out an explicit function call and allows them to be exported
to the application easily. The MPICH ADI is not multi-
threaded, so the global values are only manipulated by a
single thread of execution.

We used the MPI profiling interface to collect the
data and write it out to a file. We defined our own
MPI_Finalize () routine that records the values and then
gathers them to rank 0, which simply opens a text file and
writes them out for each rank. This way, we do not need to
modify applications at all. We simply re-link the code with
the profiling code and the instrumented MPI library.

The overhead of instrumenting MPICH this way is negli-
gible. The additional computation and logic needed for this
instrumentation is insignificant, especially for unexpected
messages, which are already in the low performance path.
For a posted message, the computation and logic operations
are performed after the message has been received, so the
additional computation does not impact the transfer of the
data.

In order to reduce variability, we ran each test four times
and report the average over all of the runs. Each run was
also made on the same set of compute nodes for each of the
different processor counts.

5. Platform and Benchmarks

All of our tests were run on the Vplant machine at San-
dia National Laboratories. Vplant is a large Linux cluster
with approximately 320 compute nodes composed of Intel
Pentium-3 and Pentium-4 processors. All of our experi-
ments were run on nodes containing dual Pentium-4 Xeon
processors running at 2.0 GHz. Each node has 1 GB of main
memory and a Myrinet-2000 [3] network interface. The
nodes are connected in a Clos topology. Vplant was running
a Linux 2.4.18 kernel, GM version 1.6.4, and MPICH/GM
version 1.2.4..8. All of our runs used only one process per
node.

For this initial analysis, we chose the NAS Parallel
Benchmarks (NPB) version 2.4 [10] class B. These bench-
marks are a collection of MPI applications that are distilled
from real computational fluid dynamics applications. Ex-
cept for EP, they all exhibit particular message passing and
computation patterns that stress different parts of the sys-
tem. We omitted the EP benchmark from our study, since it
does virtually no message passing. These benchmarks have
been well-studied, but we have seen no data that charac-
terizes their performance or behavior with respect to unex-
pected messages or MPI queues.
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6. Results
6.1. Unexpected Messages

Unexpected messages can cause a significant amount of
performance degradation for MPI. They are considered to
be the “slow path”. However, Figures 1, 2, and 3 clearly in-
dicate that a significant portion of the messages received by
the NPB benchmarks are unexpected. Of all of the bench-
marks, only MG has a relatively small number of unex-
pected messages.

The trends in Figures 1, 2, and 3 do not show any particu-
lar increase in the percentage of unexpected messages as the
number of nodes is scaled. The ratio between short and long
messages, however, does increase since the benchmarks use
a fixed problem size. In the end, the overriding message is
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MG

that NICs that hope to offload a significant portion of MPI
must deal with unexpected messages on a regular basis.

6.2. Queue Lengths

One of the greatest limitations of most modern NIC hard-
ware is the extremely limited amount of memory on the
card. As such, the maximum length of the posted receive
queue and the unexpected message queue have significant
implications for the feasibility of message offload. Figure 4
indicates that, for small numbers of processors, the maxi-
mum length of the posted receive queue is well within the
limits of the memory that a modern NIC would support;
however, the number of posted receives appears to grow lin-
early with the number of processors for both the IS and FT
benchmarks. This has the potential to be a major limiting
factor in the scalability of the offload of the MPI match-
ing semantics. Although several of the benchmarks show
flat scaling of the number of posted receives and a very
short typical posted receive queue, an offload implementa-
tion must work and perform reasonably for all codes.

Similarly, Figure 5 indicates that FT, IS, and LU bench-
marks all have a large maximum length for the unexpected
message queue. As with the posted receive queue, the max-
imum length for this queue grows with the number of pro-
cessors. Current implementations of unexpected messages
typically use a threshold between “short”, eagerly sent mes-
sages that are buffered at the receiver if they are unexpected
and “long”, rendezvous messages that are not buffered at the
receiver. The current default threshold for GM on Myrinet,
for example, is 16 KB (minus a small amount of header).
At 10,000 nodes with a 16 KB threshold, a linear increase
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in the maximum size of the unexpected queue would imply
that 160 MB of memory was needed for buffering. In the
worst case, a NIC that offloads unexpected message han-
dling would need a mechanism to buffer this much data
somewhere.

The current trends in networking are a second aspect to
consider with respect to unexpected message offloading. At
the high end, network bandwidth is improving faster than
network latency. Since the optimal threshold increases with
the bandwidth delay product, this implies that the threshold
between short and long messages will increase. This will
increase the amount of buffering an unexpected message of-
fload will need to do to obtain maximum performance.
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6.3. Search Length

The search length of a queue is the number of queue en-
tries that are traversed in a given search. While long queues
have implications for the amount of memory required for
a NIC offload implementation, the portion of those queues
that are searched has a significant impact on the processing
power needed on the NIC. It also affects the real latency
seen by applications.

Maximum Search Length. The maximum search length
is the largest number of queue entries that are traversed in
any of the queue searches. Although the maximum search
length can vary between application runs, the maximum
search length over several application runs places an upper
bound on the number of queue entries that are likely to be
traversed. This frees an MPI offload designer to optimize to
this likely upper bound.

Unfortunately, Figure 6 indicates that the maximum
search length of the posted receive queue is equivalent to
the length of the posted receive queue. This would seem-
ingly prohibit, for example, an offload of the MPI matching
semantics that chose to buffer a small portion of the posted
receive queue in NIC memory and then walk the remainder
of the queue by accessing host memory from the NIC.

When comparing this to Figure 8§, it is also clear that
there is a large difference between the average case and the
worst case. This will inevitably introduce variability into
the execution time of a time step (the time between synchro-
nization points). This type of variability is the key symptom
of the “rogue OS effect”[21], which leads to significantly
longer applications execution times. This type of variabil-
ity will also prove to be one of the major limiting factors in
scaling from 10,000 to 100,000 nodes.
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Figure 7. Maximum Search Length of the Un-
expected Message Queue

Figure 7 indicates that applications are slightly less likely
to traverse the entire unexpected message queue. They do,
however, still traverse a significant portion of the unex-
pected message queue. A comparison between Figure 7 and
Figure 9 indicates a dramatic difference in the maximum
and average portions of the unexpected message queue that
are traversed. Thus, the unexpected message queue can be
an even larger contributor to the variability in application
execution time than the posted receive queue.

Average Search Length. The average search length is the
average number of queue entries that are inspected when
the queue is searched. The average search length is impor-
tant since it can significantly affect the average latency that
a process sees. If the average search length is long and the
average message is short, average search length can have
a detrimental effect on bandwidth. Both long searches of
the posted receive queue and long searches of the unex-
pected message queue can have detrimental effects on the
real latency an application experiences. The former slows
down message reception and the latter slows down message
posting. Because NIC processors are typically an order of
magnitude slower than host processors, this effect (relative
to the latency of the physical network layer) is exaggerated
when MPI offload implementations are performed.

Figure 8 indicates that the average number of entries in-
spected for IS and FT grow almost linearly with the number
of processors. This is not surprising since the maximum
queue length grows linearly in the number of processors
and the percentage of unexpected messages remains con-
stant. Unexpected messages are guaranteed to traverse the
entire posted receive queue. This data explains results in
[29], which indicate that the performance advantage of MPI
offload decreases as the number of processors increases. In-
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deed, as the number of processors increases, the offload im-
plementation loses to the processor implementation.

The average search length for the unexpected queue is
relatively short for all applications except FT. For FT, the
search length grows linearly with the number of processors.
In general, this is good news for NIC designs that seek to of-
fload more of the MPI layer; however, NIC offload engines
must still be aware of the subset of codes that must search
significant portions unexpected message queue.

7. Conclusions

The results presented clearly indicate that the usage of
MPI resources varies dramatically across applications in the
NPB suite. For example, at 128 processors, the average

number of messages traversed in the posted receive queue
ranges from a low of approximately 1 to a high of 30. There
is also significant variability in the parameters within one
application — although the average number of posted re-
ceive queue elements traversed is 30, the max is over 100
(presumably, the minimum is 1). Most notable, however, is
the linear growth in both the maximum search length and
the average search length of these queues as the number of
processes increases.

The implications of this data for NIC-based MPI offload
are dramatic. For example, applications with long posted
receive queues will require NICs to provide much more
computing power than they currently have or will require
a change in the matching structures typically used by MPIL.
Many consider such applications to be rare, but they repre-
sent a significant component of the NPB suite. Similarly,
unexpected messages (and the time they consume when
posting an MPI_Recv) are clearly a factor that must be
dealt with for some applications. Finally, the results in this
paper illustrate the need for better microbenchmarks. These
microbenchmarks must provide clear insight into the im-
provements that network optimizations achieve while test-
ing the network under a usage model that occurs in applica-
tions.

8. Future Work

There are three logical successors to this analysis. The
first step is to extend this analysis to consider real appli-
cations. Obtaining, compiling, and running multi-language
applications with over 500,000 lines of code is a daunting
effort that is only justified in the light of this analysis. The
second step is to design readily accessible benchmarks that
test network parameters under more realistic workloads.
For example, latency should be tested with items in the
posted receive queue and bandwidth should be tested with
unexpected messages. The final step is to study the relative
performance (versus microbenchmarks) of modern cluster
interconnects under real usage models.
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