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Goal

m Archaeology: the study of the past through fragmentary
material remains.
m Want a method to complete the fragments that is:

m Quantitative
m Employs as few arbitrary modeling choices as possible
m Lends insight into the archeological record



Definitions

m Sample: A sample A is represented by an n-vector:

X1(A)
()=
xn(A)

m Attribute: A attribute is one of the n entries of the sample
(e.g. x1(A)=number of rooms in house A)

m Complete samples: The set of m samples where all
attributes are known (e.g. complete excavation)

m Gappy sample: A sample where some attributes are unknown
or missing (e.g. incomplete excavation)



“Standard” regression

“Standard” regression

m Supervised learning method: maps inputs to outputs
m Build a model for each combination of known (inputs) and
unknown (outputs) attributes.
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“Standard” regression

Example: n = 4 attributes, m = 3 complete samples

x(B) = , U= -—) minimize !—&I
2

E [x1(B1)] = a1 + axx2(B1) + asx3(B1)
E [xa(B1)] = b1 + byxa(B1) + bsxs(B1)
E [x(B2)] = c1 + cx1(B2) + c3xa(B2)
E [x3(B2)] = di + doxi(B2) + dsxa(B>)

x Basis functions arbitrarily chosen (linear, why not quadratic?)
x Need n = 4 different models (a, b, ¢, d)



“Standard” regression

Dimension of the system

m Least-squares matrix (linear regression) is m x (/ 4 1), with
| < n the number of known attributes

I+1

>
minimize —m I
|:| 2

m Matrix must be “skinny” do avoid being underdetermined
v OK when more full samples than attributes (m > n)

x Cannot handle the case with more attributes than full samples
(n>m)



“Standard” regression

Problems and a proposed solution

m “Standard” regression
Arbitrarily-chosen basis functions
K Requirement: more complete samples than attributes
New model for each gappy sample
m Gappy Proper Orthogonal Decomposition (POD): proposed
method

Basis functions are derived empirically v/
K Can handle the case with more attributes than samples v

One model for all gappy samples v/

Additional benefit: “eigensamples” which lend insight into
the archaeological record



Gappy POD—previous applications

m Facial image reconstruction [Everson and Sirovich, 1995]

m Aerodynamic flow field reconstruction
[Bui-Thanh et al., 2003]

m Optimization [Robinson et al., 2006]

m Real-time simulation of large-scale nonlinear systems
[Carlberg et al., 2010]



Gappy POD

Method overview

A supervised learning method based on an unsupervised
technique:

Compute eigensamples: vectors which best represent the
complete sample set

H Represent the gappy sample using the eigensamples by trying
to match the known attributes

Use this representation to estimate the missing attributes
of the gappy sample



Gappy POD

Step 1: compute eigensamples

m Eigensamples: the principal components of the m complete
samples {A1, ..., An}

m Efficiently obtain them via the singular value decomposition
of the scaled full sample matrix:

[%(A1) -+ %(Am)] = [ub 0™ ZVT

v Empirically derived basis functions (unsupervised learning
method): not arbitrary



Gappy POD

Eigensample interpretation

m Mathematically characterize dominant attributes in the data
set

m Most members of the data set can be well-represented using
the first few eigensamples

YREEE

Figure: “Eigenfaces” [Delac et al., 2005]

v Lends additional insight into archaeological record
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Gappy POD

Step 2: match known attributes

m Represent the gappy sample with the first p < m eigensamples

E[x(B)] = Z Wa;(B)

j=1
V" Same model for all gappy samples
m Compute coefficients a;(B) to match known attributes

x(B) = , U= -—) minimize !—MI
2

m Equivalent to least-squares regression in one discrete
variable with eigensamples as basis functions
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Gappy POD

Dimension of the system

m Least-squares matrix is [ X p, with / < n, p<m

p
>
minimize —/ I
1,

v" Can handle the case with more attributes than full samples
(n> m)



Gappy POD

Step 3: compute expectation and variance

m The it attribute of the gappy sample has expectation

Eli(B)] = pi+ sy ulaj(B)

and variance

2

m Can construct confidence intervals since least-square
regression assumes a Gaussian distribution



Case Study

Case study: housing in Campania




Case Study

Data set: Pompeii & Herculaneum
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Case Study

Attribute selection

n = 4 attributes
[Wallace-Hadrill, 1996]:

House size
Number of rooms

Number of decorated rooms

A Distance to the forum : : . : :

T
800 700 600 500 400 300
Years (8c)

Figure 5.1 Median house sizes in the Aegean, 800 to 300 BC



Case Study

Methodology

m Insert artificial gaps

1 |House Mar Size (m2) W of Room Number o Proximity 1o Forum {m) 1 [House NaiSize {mz) % of Room Number o Praximity to Forum {m)
2 1.6.2/16 1200 16 1 e 2 1.6.2/16 1200 16 1 116
3 164 400 14 8 1o 3164 400 14 B 110
4 1611 500 1 6 101 3 1611 1 6 101
5 1.6.13/14 s 13 a pr) 5 1.6.13/14 75 13 o 121
& 1615 300 10 9 125 6 1615 300 10 9 125
7 17 7% 16 7 19 7 171 70 [ 7 119
B 1L.7.23 125 8 7 120 8 1.7.2/3 135 3 7 120
9 L7.7 230 1 6 7 9 .77 230 n L] 127
10 1.7.10-12 660 19 4 145 10 1.7.10-12 660 19 _ 145

1.7.19 330 14 9 137 11 1.7.19 130 14 9 137

18.0:3 550 9 2 19 12 1813 550 9 2 119
131008 0 18 ™ 13 1846 so0 I : _—
14 1.8.14 1% 8 3 164 14 1.8.14 190 8 3 164
15 1.8.17/11 500 17 1 150 15 1.8.17/11 500 17 1n 150
16|18.18 228 9 i 147 1 17
17 1.9.1/2 ars 12 5 145 5 145
181.9.3/4 430 10 4 148 4 148
19 1957 42 12 7 150 150

20199 120 8 o 169 169
1 19.10 220 9 o 176 176
22/19.13/14 500 12 [ 173 1
3 1104 1700 bl ] 19 129 129
24 1107 310 9 & 125
251108 m 10 3 122 122

26l0a011 4w 1z 9 u6 2

m Check accuracy of Gappy POD prediction



Case Study

Complete set

Herculaneum houses treated as complete (training) set
m = 29 complete houses

p = 1 eigensample retained (only 4 attributes)

99% confidence intervals



Case Study

Gappy set 1: Herculaneum

m Gappy attribute: number of rooms

m Correct predictions for 62.1% of houses (18/29)
m Example: Casa del Papirio dipinto

m Correct number of rooms: 8
v" Confidence interval: [7.4,10] rooms



Case Study

Gappy set 2: Pompeii

m Gappy attribute: area of house

m Correct predictions for 47.3% of houses (44/93)
m Example: 1.6.4

m Correct area: 400 m?
v Confidence interval: [397,436] area (m?)



Case Study

“Eigenhouses”

m First eigenhouse: most houses in the set have a value of ¢
that closely describes it

m Pompeii
409.6 ~0.9982
12.2 —0.0184
50 | 7| —0.0139
111.0 0.0553
m Herculaneum
312.9 —0.9984
12.1 —0.0180
54 | 7| —0.0146
92.9 —0.0506



Case Study

“Eigenhouse” representation

m VI.15.1/27 (Pompeii)

1100 1070.4
24 . ) 24.6
true : 15 , with ¢ = —676.2: 14.6
79 73.4

m 3.11,8 (Herculaneum)

520 673.0
21 . ] 19.9
true : YR E with ¢ = —2.3357 : 121
119 129.3



Conclusions

Conclusions

New method for filling in lacunose data

Basis functions are empirical

Handles cases where “standard” regression breaks down
(more attributes than samples)

A uniform model for all samples

Eigensamples lend valuable insight into the archaeological
record



Conclusions

Future directions

m Expand the current study
m Different scales

m More attributes than
samples (better-suited for
the method, “standard”
regression breaks down)
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Questions?
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