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Case studies of ten reactions using a variety of standard electronic structure methods are

presented. These case studies are used to illustrate the usefulness and shortcomings of these

standard methods for various classes of reactions. Limited comparisons with experiment are

made. The reactions studied include four radical–radical combinations, H + CH3 - CH4, CH3

+ CH3 - C2H6, H + HCO - H2CO and CH3 + HCO - CH3CHO, three abstraction

reactions, H + HO2 - H2 + O2, H + HCO - H2 + CO and CH3 + HCO - CH4 + CO, a

radical–molecule addition, H + HCCH - C2H3, and two molecular decompositions, H2CO -

H2 + CO and CH3CHO - CH4 + CO. The electronic structure methods used are DFT, MP2,

CCSD(T), QCISD(T), CASSCF, CASPT2, and CAS+1+2+QC.

1. Introduction

In the past 10–15 years there has been a dramatic improve-

ment in the accuracy of ab initiomethods as applied to reactive

potential energy surfaces.1 This can be traced to improvements

in methodology, basis sets and computer technology. As a

result of these improvements, accurate, a priori predictions of

reaction rates involving relatively small, gas phase, reactants

are becoming almost routine. Increasingly, a priori predictions

of reaction rates are being used to aid in both the interpreta-

tion and design of experimental measurements. A complete

review of ab initio methods is beyond the scope of this paper.

Instead we will present several case studies comparing results

obtained with a number of popular, ab initio methods. The

goal here is to provide the non-specialist reader with insights

into when particular methods can be expected to be reliable

and when they can be expected to fail.

A key factor in the accuracy of any ab initio calculation is

the basis set. A complete review of basis set issues is beyond

the scope of this article. Suffice it to say that ideally one

systematically increases the size of the basis set until the results

converge to within some desired limits of accuracy. The

Dunning correlation consistent basis sets2,3 are ideally suited

to this purpose, although for larger systems the calculations

often become intractable before the desired accuracy is

achieved. This often necessitates the use of basis set correc-

tions of various kinds, (for example, SEC,4,5 SAC,6,7 and

CBS8–18) topics that are again beyond the scope of this paper.

In this paper we report studies of ten reactions using a

variety of standard electronic structure methods. The reactions

chosen for this study include four radical–radical addition

reactions, H+CH3, CH3+CH3, H+HCO and CH3+HCO,

three abstraction reactions, H + HO2 - H2 + O2, H + HCO

- H2 + CO and CH3 + HCO - CH4 + CO, one radical-

molecule addition reaction, H + HCCH and two molecular

dissociations H2CO-H2 + CO and CH3CHO- CH4 + CO.

In section 2 we give a brief description of the theoretical methods

used. In Section 3 we report the results for the ten chosen

reactions. The primary focus of these calculations is on testing

the effectivness of the different electronic structure methods for

predicting the kinetics of various classes of reactions. Limited

comparisons with experiment are presented as an aid in examin-

ing this effectiveness. Finally in Section 4 we give some general

conclusions.

2. Methodology

2.1 Quantum chemistry

In this paper we report results using up to eight different

standard electronic structure methods. These include two

variants of density functional theory (DFT), a number of

single reference methods including Hartree–Fock (HF), sec-

ond order, Møller–Plesset perturbation theory (MP2),

coupled-cluster (CCSD(T)19), quadratic configuration inter-

action (QCISD(T)20) and a number of multi-reference meth-

ods including complete active space self-consistent field

theory (CASSCF), multi-reference, second-order, pertur-

bation theory (CASPT221,22), and multi-reference, singles

and doubles, configuration interaction, CAS+1+2+QC.

The electronic structure calculations were done using the

GAUSSIAN9823 and MOLPRO24 program packages.

Because there are literally hundreds of DFT methods to

choose from, a complete review of DFT methods is beyond the

scope of this paper (see ref. 25 for a recent study of the

accuracy of a number of DFT methods). Here we simply

chose two representative DFT methods, B3LYP and

MPW1K. B3LYP is probably the single most widely used

DFT method. Originally proposed by Becke26 in 1993, it

contains three empirical parameters, which were optimized

to fit a set of experimental atomization energies, ionization

energies and proton affinities. As noted by Hertwig et al.27

there are at least two different implementations of B3LYP. We

use the GAUSSIAN98 implementation. The MPW1K method

was developed by Lynch et al.28 It contains one parameter,

which was optimized to reproduce the barrier heights and
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energies of reaction for a set of 20 abstraction reactions using a

6-31+G** basis set. All of the DFT calculations reported here

were done using the GAUSSIAN98 program.

For the single reference methods an important distinction

has to be made between spin restricted and spin unrestricted

calculations. In spin restricted calculations the orbitals corre-

sponding to the alpha and beta spin electrons are required to

be the same and the resulting wavefunctions are guaranteed to

be spin eigenfunctions. In spin un-restricted calculations the

alpha and beta orbitals are allowed to be different and the

wavefunctions are not guaranteed to be spin eigenfunctions,

i.e. they can contain mixtures of, for example, singlet and

triplet character. For Hartree–Fock calculations restricted and

un-restricted calculations are abbreviated RHF and UHF,

respectively and similarly RMP2 and UMP2 for second-order

Møller–Plesset perturbation theory. The MP2 calculations

reported here were done using the GAUSSIAN98 program.

For CCSD(T) and QCISD(T) calculations a further distinc-

tion must be made. In the GAUSSIAN98 implementation,

either RHF or UHF orbitals can be used for closed shell

(singlet) systems, while for open shell systems only UHF

orbitals can be used. In the MOLPRO implementation29,30

all CCSD(T) and QCISD(T) calculations use a single set of

orbitals for both alpha and beta spins. For closed shell

calculations then these will be the same as the GAUSSSIAN,

RHF based calculations. For open shell calculations however,

the MOLPRO implementation employs spin restricted, open

shell HF (ROHF) orbitals while, as noted above, GAUSSIAN

employs spin un-restricted, UHF orbitals. In the MOLPRO

implementation even though the ROHF reference wavefunc-

tion is guaranteed to be a spin eigenfunction the open shell,

CCSD(T) and QCISD(T) wavefunctions are not. MOLPRO

has the option of doing the open shell CCSD(T) and

QCISD(T) calculations using either a spin un-restricted or

partially spin-restricted formalism. To distinguish between

these variants we will use the following abbreviations:

RCCSD(T) GAUSSIAN/MOLPRO,

closed shell spin restricted

RQCISD(T)

UCCSD(T) GAUSSIAN, open shell

UQCISD(T) spin un-restricted

ROHF-RCCSD(T) MOLPRO open shell

ROHF-RQCISD(T) partially spin restricted,

ROHF-UCCSD(T) MOLPRO open shell

ROHF-UQCISD(T) spin un-restricted,

Two kinds of multi-reference calculations will be employed

here, CASPT2 and CAS+1+2+QC. The CASPT2 cal-

culations use the MOLPRO implementation of Celani and

Werner.31–33 The CAS+1+2+QC configuration interaction

calculations use the internally contracted implementation of

Werner and Knowles34,35 and include a multi-reference Da-

vidson correction36,37 for the effects of higher-order excita-

tions. All of the multi-reference calculations were done with

the MOLPRO program.

2.2 Kinetics

Quantum chemistry methods are often tested against experi-

mental or higher-level theoretical thermochemistry . Such tests

may not be particularly informative when choosing a method

for kinetics. Instead, the significance of the differences in the

various electronic structure results should be examined

through their effect on the reaction rate coefficients. Here,

we employ transition state theory (TST) as a means for

estimating the rate coefficients and thus illustrating the quan-

titative kinetic importance of the differences. Other ap-

proaches for estimating the rate constant, such as quantum

or classical dynamics, would be expected to provide similar

variations with electronic structure method.

Within TST the rate coefficient is given by

kðTÞ ¼ k
kBT

h

Qy

QR
expð�Vy=kBTÞ ð1Þ

where k is the transmission coefficient, kB is Boltzmann’s

constant, T is temperature, h is Planck’s constant, Vw is the

electronic (classical) barrier height, QR is the total partition

function for reactants, and Qw is the partition function for

motion on the transition state dividing surface. The transition

state is defined as the dividing surface that provides the best

separation between reactants and products, and is obtained by

minimizing the calculated partition function as a function of a

reaction coordinate s.

The exponential dependence of the rate constant on the

barrier height implies that, at least near room temperature, the

primary difference between alternative electronic structure

methods is with regard to their predictions for Vw. Even a

small error in the barrier height (e.g., less than 0.5 kcal mol�1)

can have a significant effect on the computed rate coefficient at

room temperature.

At higher temperatures (e.g., above 1000 K), the Boltzmann

factor is closer to unity and uncertainties in the predicted

partition functions become more significant than uncertainties

in the barrier height. In typical applications of eqn (1), the

partition functions for the transition state and the reactants

are treated within the harmonic oscillator and rigid rotor

approximations, and so these quantities are functions of the

harmonic frequencies obtained from the local second deriva-

tives of the potential energy surface. (These partition functions

are also proportional to the rotational constants, but the

structural differences for alternative electronic structure meth-

ods tend to yield only minor variations in the rotational

constants.) At high temperatures, the term Qw/QR becomes

proportional to the ratio of vibrational frequencies for the

reactants and the transition state. Notably, the predicted

vibrational frequencies, and thus rate coefficients, can depend

quite strongly on the electronic structure method. This depen-

dence is due at least in part to the variations in the predicted

geometry for the transition state.

The transmission coefficient k is a number greater than unity

that models the effect of tunneling through the reaction

barrier. For reactions involving H atom motions, variations

4056 | Phys. Chem. Chem. Phys., 2007, 9, 4055–4070 This journal is �c the Owner Societies 2007



in the predicted transmission coefficient are important, parti-

cularly at low temperature. In the small curvature tunneling

(SCT) of Truhlar et al.38 k is obtained by integrating the

semiclassical action along the reaction path for several total

energies and scaling the effective mass to account for tunneling

paths that deviate from the reaction path. In this approxima-

tion, k is sensitive to the width of the barrier near the saddle

point (or, more precisely, to the width of the vibrationally

adiabatic ground state energy along the reaction path). Tun-

neling decreases rapidly with temperature, and errors in k are

expected to affect the accuracy of the rate calculations most

significantly at low temperatures. More sophisticated treat-

ments of tunneling are available39,40 but are beyond the scope

of this paper.

The effects on the computed rate coefficient of errors in the

barrier height and in the barrier width, while often significant

individually, typically have opposite effects, such that an

improvement in the description of only one aspect may, in

fact, result in a less accurate prediction for the overall rate

coefficient. Furthermore, it is often convenient to use different

levels of theory to characterize different aspects of the poten-

tial energy surface. For example, low-level methods may be

necessary for determining optimized structures and frequencies

due to the relatively high cost of evaluating the Hessian,

whereas energies at particular stationary points are often

computed at much higher levels of theory. Thus, it will be

worthwhile to also consider the changes in various compo-

nents of the calculations.

The present applications of TST to reactions with a well

defined barrier are based on rigid-rotor harmonic-oscillator

assumptions. In each case, we consider a fixed transition state

at the location of the electronic saddle point. Variational

optimizations of the transition state location are not consid-

ered here, partly because they are expected to have only a

modest effect on the rate predictions. Furthermore, our inter-

est is in studying the dependence on the electronic structure

methods, rather than on obtaining highly accurate rate pre-

dictions. Thus, we also do not consider anharmonic effects.

For the H + C2H2 reaction and the tight transition state for

H2CO decomposition, tunneling is treated as occurring

through an asymmetric Eckart potential. For the H + HO2

reaction, we implement the small curvature tunneling approx-

imation and also consider the variation of the electronic

saddlepoint away from the low level saddlepoint when con-

sidering the coupled high level/low level calculations. For the

latter reaction, we used the POLYRATE41 kinetics package

and the GAUSSRATE42 interface (in a modified form with

MOLPRO electronic structure evaluations for the CASPT2

reaction paths).

For barrierless reactions, as in the present radical–radical

channels, the transition state location is highly variable, and a

qualitatively accurate treatment must consider the anharmo-

nicities and couplings for the interfragment modes. The vari-

able reaction coordinate transition state theory approach43–45

provides an accurate and yet efficient means for treating such

reactions. Here we implement this approach with direct eva-

luations of the interaction energies, which greatly simplifies the

evaluations for multiple electronic structure methods. The

orientational integrations are converged to about 5% and

the variational minimizations are performed at the energy E

and total angular momentum J resolved level. A limited

number of dividing surfaces are considered, consisting of a

set of center-of-mass separation distance based surfaces at

long-range and partially optimized radical orbital based divid-

ing surfaces at short range. More complete dividing surface

optimizations might yield reductions in the rate coefficients on

the order of 10%. Note, however, that the same set of dividing

surfaces were employed for each of the electronic structure

methods, which should ameliorate to some extent the limita-

tions in the dividing surfaces when making comparisons. The

final rate predictions include dynamical corrections of 0.9 and

0.85 for H atom additions and polyatomic additions, respec-

tively. These dynamical corrections are based on our direct

dynamics simulations for H + radical reactions46 and for

CH3 + CH3,
47 respectively.

The collisionless limit rate coefficients for H + HCO and

for CH3 + HCO are obtained from the steady state solution

to the kinetics as described in ref. 48. This approach involves a

matrix inversion of the rate coefficient matrix for given E and J

followed by Boltzmann averaging. With this approach E and J

are properly conserved and any rotational switching effects are

correctly treated.

3. Results and discussion

3.1 H + CH3 - CH4

Radical–radical combination reactions present a special chal-

lenge to theory and H + CH3 has been something of a

benchmark for this class of reactions.49–58 These reactions

typically have no barriers and hence the dynamical bottlenecks

for these reactions usually occur at large, 2–4 Å, separations

between the two radical centers. It is well known that

Hartree–Fock wavefunctions are poorly suited to this task.

The problem here is that a restricted, Hartree–Fock wavefunc-

tion introduces spurious ionic character at large radical–radi-

cal separations and an unrestricted, Hartree–Fock

wavefunction introduces significant spin contamination. In

Fig. 1 we compare the full-CI potential curve of Dutta et

al.59 to RHF, UHF, RMP2, UMP2, RCCSD(T), UCCSD(T),

RQCISD(T) and UQCISD(T) potential curves, all calculated

with the same geometries and same basis set (6-31G*) used in

the full-CI calculations. From this plot it can be seen that the

RMP2, RCCSD(T) and RQCISD(T) all introduce artifactual,

long-range barriers to the combination reaction. UMP2,

UCCSD(T), and UQCISD(T), while not having barriers, are

significantly less attractive than the full-CI potential in the

critical 2–3 Å range. For example at a distance of 3 Å the

UMP2, UCCSD(T), UQCISD(T) and full-CI binding energies

are 0.8, 1.2, 1.2 and 2.8 kcal mol�1, respectively. Thus the

UMP2 interaction energy is in error by more than a factor of

three while both UCCSD(T) and UQCISD(T) are in error by

more than a factor of two.

A standard check on the quality of single-reference correla-

tion methods can be made through the use of the T1-diagnostic

of Lee and Taylor.60 The T1 diagnostic is the Euclidean norm

of the t1 vector of the coupled-cluster wavefunction. It has

been suggested that a T1 diagnostic greater than 0.02 indicates
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the need for a multi-reference wavefunction. In Fig. 1 we also

show a plot of the T1 diagnostic. It can be seen that the T1

diagnostic becomes greater than 0.02 for RCH 4 1.9 Å, close

to where the CCSD(T) and QCISD(T) calculations start to

diverge significantly from the full-CI potential curve.

In Fig. 2 we compare multi-reference based potential curves

to the same full-CI potential curve of Dutta et al.59 The

reference space for these calculations is a two electron, two

orbital, complete active space (a total of 3 configurations).

Note the scale here is 15 times smaller than that of Fig. 1.

From this plot it is clear that CASPT2 and CAS+1+2+QC

both adequately reproduce the full-CI potential curve even

with this very small reference wavefunction. The CASSCF

potential curve however is noticeably less attractive due to the

neglect of dynamical correlation effects.

In Fig. 3 we compare spin un-restricted, DFT potential

curves to the full-CI result. (Spin restricted DFT curves suffer

from the same problems as the RHF, RMP2, RCCSD(T) and

RQCISD(T) curves.) Here the question of basis sets is not as

straightforward because DFT methods have been optimized to

reproduce certain experimental data and thus are not expected

to reproduce a small basis set full-CI result. In Fig. 3 we show

four B3LYP curves, one using the same basis set, 6-31G*, used

in the full-CI calculation and three using the larger Dunning

basis sets, aug-cc-pVDZ, aug-cc-pVTZ and aug-cc-pVQZ. The

MPW1K method is optimized to reproduce the kinetics of a

series of abstraction reactions using a particular basis set,

6-31+G**. The MPW1K results shown in Fig. 3 employ this

same basis set. In addition to the full-CI/6-31G* curve we also

show CASPT2 curves using the same four basis sets noted

above for B3LYP. Given the excellent agreement between

CASPT2, CAS+1+2+QC and full-CI demonstrated in

Fig. 2 and the good agreement between the CASPT2/aug-cc-

pVDZ, aug-cc-pVTZ and aug-cc-pVQZ curves, we believe

these, large basis set, CASPT2 curves are a reasonable

Fig. 1 Potential curves for H + CH3 - CH4. The full-CI potential

curve (solid black) is from ref. 59. The other potential curves use the

same basis set and geometries. All curves are shifted such that Emin =

0.0 kcal mol�1. Solid lines denote restricted calculations, dotted lines

denote unrestricted calculations. The color code is as follows: blue:

Hartree–Fock; orange: MP2; red: CCSD(T), green: QCISD(T). The

UCCSD(T) and UQCISD(T) curves are superimposed on this scale.

Also shown is the T1 diagnostic (dotted black).

Fig. 2 Potential curves for H + CH3 - CH4. The full-CI potential

curve (black) is from ref. 59. The other potential curves use the same

basis set and geometries. All curves are shifted such that E(4.6 Å) =

0.0 kcal mol�1. The color code is as follows: blue: CASSCF;

purple: CASPT2; red: CAS+1+2+QC. Note the CASPT2,

CAS+1+2+QC and FCI potential curves are all essentially super-

imposed on this scale.

Fig. 3 Potential curves for H + CH3 - CH4. The full-CI potential

curve (black) is from ref. 59. The other potential curves use the same

geometries. All curves are shifted such that E(4.6 Å) = 0.0 kcal mol�1.

The key is as follows: blue, MPW1K; purple, B3LYP; gray, CASPT2;

black, FCI. Basis set key for B3LYP and CASPT2: solid line, 6-31G*;

dotted, aug-cc-pvdz; dashed, aug-cc-pvtz; dashed-dot, aug-cc-pvqz.
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surrogate for an ‘‘experimental’’ potential curve and thus may

be a more appropriate comparison for the DFT calculation’s.

Note that all of the Dunning basis set CASPT2 curves are

nearly degenerate and are significantly more attractive than

the CASPT2/6-31G* curve. This is an indication that the

6-31G* basis set is inadequate for the task of predicting the

kinetics of this reaction.

From Fig. 3 we see the B3LYP/6-31G* potential curve is in

reasonable agreement with the full-CI/6-31G* curve, better in

fact than any of the single-reference, ab initio methods shown

in Fig. 1. However, the B3LYP curve is found to be nearly

independent of basis set with 6-31G*, aug-cc-pVDZ, aug-cc-

pVTZ and aug-cc-pVQZ basis sets all giving essentially iden-

tical curves. At 3 Å the B3LYP interaction energy is B30%

less than that from the most accurate calculation. The agree-

ment between the MPW1K and full-CI curves is poor and the

comparison to the ‘‘experimental’’ curve is worse. At 3 Å the

MPW1K interaction energy is B60% less than that of the

most accurate calculation.

In Fig. 4 we compare rate coefficients calculated with

UMP2, UCCSD(T), CASSCF, CASPT2, B3LYP, and

MPW1K. All of these calculations except MPW1K employ

the aug-cc-pVDZ basis set. Use of a larger basis set for this

reaction has little effect on the calculated rates. All of the

calculated rates are multiplied by a temperature independent,

dynamical correction of 0.9 to correct for re-crossing of the

transition state dividing surface.58 Also shown in Fig. 4 are

experimental measurements of the rate.61–63 The CASPT2 and

B3LYP calculations both give rates that are in good agreement

with the observed rates. The other calculations all give rates

noticeably, but not greatly, lower. Overall then the conclusion

from Fig. 4 is that for this reaction, all of these methods (with

the exception of MP2) give rates that are within a factor of two

of each other and experiment. This is not a general conclusion

concerning radical–radical combination reactions as will be

seen in the next section.

The CASPT2, CASSCF and B3LYP rates have essentially

parallel positive temperature dependences while the MPW1K,

CCSD(T) and MP2 all yield rates with noticeably less tem-

perature dependence. At the lowest temperatures the

CCSD(T) and MP2 rates start to curve up. At these lowest

temperatures the transition state region is located at very large

distances where the interaction potential will start to be

dominated by dispersion forces. CASPT2, MP2 and CCSD(T)

are all expected to treat dispersion interactions in a qualita-

tively correct fashion.

3.2 CH3 + CH3 - C2H6

The CH3 + CH3 combination reaction has also been some-

thing of a benchmark for radical–radical combinations. We

include it here to illustrate the differences between H + CH3

and CH3 + CH3 caused by having two polyatomic radical

reactants. There have been several ab initio studies of the

potential surface for this reaction.47,64–68 Potential curves

for this reaction are shown in Fig. 5. The CASPT2 and

CAS+1+2+QC calculations again employ a two electron,

two orbital active space.

It is important to distinguish here between those methods

which include dispersion interactions, namely CASPT2,

CAS+1+2+QC, MP2, CCSD(T) and QCISD(T) and those

that do not include dispersion interactions, B3LYP, MPW1K

and CASSCF. The first group all yield similar long-range

interaction potentials (see inset), all significantly more attrac-

tive than the second group. At shorter distances, where spin

contamination effects start to become important the CASPT2

Fig. 4 High pressure limit rate coefficients for H+ CH3 - CH4. The

color key is as follows: gray, CASPT2; green, CASSCF; purple,

B3LYP; blue, MPW1K; red, CCSD(T); orange, MP2. The black

symbols represent experimental results: solid circles are from ref. 61;

open circles from ref. 62; and triangles from ref. 63.

Fig. 5 Potential curves for CH3 + CH3 - C2H6. The color key is as

follows: solid gray, CASPT2; dashed gray, CAS+1+2+QC; green,

CASSCF; purple, B3LYP; blue, MPW1K; solid red, CCSD(T);

dashed red, QCISD(T); orange, MP2.
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and CAS+1+2+QC curves become significantly more at-

tractive than any of the others. Note that spin contamination

of course still exists even at the longest distances but it does

not affect the long-range behavior of the potential curves

because the singlet and triplet surfaces become asymptotically

degenerate.

In Fig. 6 we show high pressure rate coefficients obtained

using five of the electronic structure methods from Fig. 5 along

with the three highest-pressure experimental results avail-

able.69–71 The agreement between experiment and the

CASPT2 derived rate coefficients is excellent. The small differ-

ences at the higher temperatures are likely due to fall-off in the

experimental results. The other methods give rate coefficients

that are lower by factors ranging from about four (B3LYP) to

over ten (MPW1K). This largely explains the low combination

rate obtained by Lorant et al.72 using B3LYP and more

approximate partition function evaluation procedures. Note

that while at high temperatures the MP2 rate coefficient is a

factor of twenty below the CASPT2 rate this difference

becomes much smaller at lower temperatures as the location

of the transition state moves out to larger distances and starts

to be dominated by dispersion interactions.

3.3 H + HCCH - C2H3

There have been at least four major theoretical studies of the

H+HCCH- C2H3 reaction.
73–76 A summary of some of the

calculated energetics from the various methods used in these

studies is given in Table 1. The best available experimental

estimate of the reaction exothermicity is �33.5 �0.9 kcal

mol�1.77 Most of the high-level ab initio calculations are in

good agreement with this experimental estimate. The only

outlier is the (5e,5o)-CASPT2 result. The CASPT2 calcula-

tions appear to be more sensitive to the size of the active space

than the CAS+1+2+QC calculations. This does not appear

to be a general conclusion as we and others78 have found

reactions for which CASPT2 is less sensitive to the size of the

active space than CAS+1+2+QC. We also refer the reader

to ref. 79 for a good discussion of issues related to CASPT2

active spaces.

The CCSD(T), QCISD(T) and CAS+1+2+QC methods

all give barrier heights in the range 3.7–4.2 kcal mol�1, while

the CASPT2 calculations give slightly lower barriers in the

range 3.2–3.6 kcal mol�1 depending on the size of the active

space. It appears that the CASPT2 barriers heights are trend-

ing upwards as the size of the active space is increased.

Imposing spin restrictions on the CCSD(T) and QCISD(T)

calculations raises the barrier heights by 0.3 kcal mol�1. Note

that the spin restriction also decreases the exothermicity of the

reaction by 0.3 kcal mol�1 and thus has no effect of the barrier

of the reverse reaction. The MPW1K barrier is a significant

improvement over the B3LYP result but is still B1 kcal mol�1

below the more accurate CCSD(T), MRCI and CASPT2

results.

The transition state theory, high-pressure limit rates calcu-

lated using each of these methods are shown in Fig. 7. Also

shown in Fig. 7 is the result of a direct measurement of the

high-pressure limit rate using an H-maser, spin relaxation

technique.80,81 There have been many other measurements of

the rate of this reaction, including temperature dependent

studies, however, the H-maser study is the only one that

directly measures the high-pressure limit. The TST rate based

on the UQCISD(T) potential falls within the stated, �5%,

error bars of the experimental result. This level of agreement is

fortuitous as it implies an accuracy of �0.1 kcal mol�1 in the

calculated barrier height whereas a more realistic estimate

of the error bars expected from this level of theory would be

�0.5 kcal mol�1. We conclude then that for this particular

reaction all of the electronic structure methods used here are of

comparable accuracy with the exception of the DFT methods.

Also shown in Fig. 7 are the results of two hybrid calcula-

tions in which geometries are determined using B3LYP/6-

Fig. 6 High pressure limit rate coefficients for CH3 + CH3 - C2H6.

The color key is as follows: gray, CASPT2; green, CASSCF; purple,

B3LYP; blue, MPW1K; orange, MP2. The black symbols represent

experimental results: the solid circle is from ref. 69, open circles from

ref. 70 and the solid diamond from ref. 71. All of the theoretical rates

have been multiplied by a dynamical (re-crossing) correction of 0.85

(see ref. 68).

Table 1 Relative energies (kcal mol�1) for the reaction H + HCCH
- C2H3. Energies are relative to the reactants. The numbers in
parenthesis include zero point energies. The MP2, CCSD(T),
QCISD(T), CASPT2 and CAS+1+2+QC calculations are all single
point calculations using the aug-cc-pVQZ basis set at geometries
determined using aug-cc-pVTZ basis sets

Methods TS C2H3

B3LYP/6-31+G(d,p) 1.1(1.6) �47.5(�41.4)
MPW1K 2.8(3.2) �50.2(�44.0)

ROHF-RCCSD(T) 4.1(4.7) �40.7(�34.4)
ROHF-UCCSD(T) 3.8(4.5) �41.0(�34.6)
ROHF-RQCISD(T) 4.0(4.6) �40.8(�34.5)
ROHF-UQCISD(T) 3.7(4.2) �41.0(�34.7)

(3e,3o)-CAS+1+2+QC 4.3(4.8) �40.1(�34.0)
(5e,5o)-CAS+1+2+QC 4.2(4.6) �40.0(�33.9)

(3e,3o)-CASPT2 3.2(4.0) �40.2(�33.6)
(5e,5o)-CASPT2 3.5(4.1) �41.6(�35.2)
(11e,11o)-CASPT2 3.6(4.2) �40.1(�33.9)

4060 | Phys. Chem. Chem. Phys., 2007, 9, 4055–4070 This journal is �c the Owner Societies 2007



31+G(d,p) followed by RQCISD(T) calculations at the

B3LYP geometries. In one of these calculations the

RQCISD(T) ‘‘transition state’’ energy is taken to be the energy

at the B3LYP transition state geometry. In the second calcula-

tion, often termed IRCMAX,82 a B3LYP reaction path is

determined, RQCISD(T) calculations are then done along the

B3LYP reaction path, and the RQCISD(T) ‘‘transition state’’

energy is taken to be the maximum along this 1-D path. From

Fig. 6 it can be seen that the first of these two hybrid

calculations gives a 300 K rate that is about 4 times that of

the full RQCISD(T) rate while the IRCMAX calculation gives

a rate that is low by onlyB15%, again relative to the complete

RQCISD(T) calculation.

Notably, all the methods except the DFT ones and the two

hybrid ones converge as the temperature increases toward

2000 K. This convergence implies that the treatment of the

TS frequencies with the CASPT2, CAS+1+2+QC,

CCSD(T) and QCISD(T) methods are fairly consistent, while

the B3LYP and MPW1K ones are not.

3.4 H + HO2 - H2 + O2

The reaction of hydroperoxyl radical with H atom to give

molecular hydrogen and molecular oxygen proceeds via an

early, low barrier and is exothermic by 55.3 � 0.06 kcal

mol�1.83 This reaction competes with the reactions

H + HO2 - 2OH and H2O + O. The branching between

these product channels has important consequences in atmo-

spheric and flame chemistry. The reverse reaction is thought to

be an important initiation mechanism in H2/O2 combustion.

This system has been well studied experimentally,84–88 and the

potential energy surface has previously been characterized

theoretically89 using the QCISD(T) method and triple-zeta

basis sets. The resulting transition state theory rate coefficients

for H + HO2 - H2 + O2 were found to agree with available

experimental results to within a factor of 3.5. More recently,

the CCSD(T) method was used to compute the rate coefficient

for the reverse reaction (H2 + O2 - H + HO2), and the

results were found to be in excellent agreement with the

accompanying high temperature experimental measure-

ments.86

In Fig. 8, MP2, CASPT2 and MPW1K saddle points and

IRC’s for the triplet abstraction are shown as functions of the

HH and OH bond distances. B3LYP/aug-cc-pvdz does not

predict a saddle point for this reaction, and an IRC for this

method was obtained by computing the steepest-descent path

in mass-scaled coordinates from a partially optimized geome-

try in the entrance channel, where the H–H bond distance was

constrained to 3.5 Å during the optimization of the starting

point geometry. Density functional theory and MP2 are often

used to optimize geometries and compute reaction paths, and

Fig. 8 illustrates that these methods may predict significantly

different saddle points and reaction paths (with bond distances

differing by 0.1 Å or more). Furthermore, neither the MP2 nor

the B3LYP result is in good agreement with the highest levels

of theory considered here, i.e., the ROHF-UCCSD(T) and

ROHF-RQCCSD(T) saddle points, also shown in Fig. 8. The

CASPT2 and MPW1K saddle points, in contrast, are in

reasonable agreement with the high-level saddle points, and

a similar accuracy may be expected for the corresponding

IRC’s.

In Table 2 we compare the energies of the three stationary

points for this reaction using a variety of theoretical methods.

The QCISD(T), CCSD(T), and CAS+1+2+QC calculations

predict exothermicities for the reaction within 0.5 kcal mol�1

of the experimental result. The other methods, B3LYP,

MPW1K, MP2 and CASPT2 are noticeably less accurate.

Fig. 7 High pressure limit rate coefficients for H + C2H2 - C2H3.

The experimental data point (black dot) is from ref. 80 and 81.

Fig. 8 Bond distances along the IRC for H+HO2 -H2 +O2, with

saddle points indicated by dots. The color code is as follows: orange-

MP2; red-B3LYP; green-MPW1K; purple-CASPT2. The ROHF-

UCCSD(T) and ROHF-QCISD(T) saddle points (black) are super-

imposed.
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As with the H + HCCH reaction CCSD(T) barriers are

slightly higher than QCISD(T) and spin restricted barriers

are slightly higher than spin unrestricted but the differences are

too small to make any judgment as to which are more

accurate. The CASPT2 exothermicity differs from experiment

and the high-level methods by 3–4 kcal mol�1. The CASPT2

barrier height is also lower than the high level methods by

B1 kcal mol�1. The multi-reference CI energies, using the

same active space as in the CASPT2 calculation, agree very

well with the CCSD(T) and QCISD(T) predictions.

A useful check on the convergence of the results with respect

to the basis set can be made by doing calculations with two

different basis sets and then extrapolating to a complete basis

set (CBS) limit. One such extrapolation is given by the

following formula90

Eaug-cc-pVxZ ¼ ECBS þ
B

ðnx þ 1Þ4

where nT = 3 and nQ = 4 for the aug-cc-pVTZ and aug-cc-

pVQZ basis sets, respectively. For this reaction the aug-cc-

pVQZ and aug-cc-pVTZ barrier heights differ by B0.3 kcal

mol�1 and the aug-cc-pVQZ barriers differ by less than

0.2 kcal mol�1 from the extrapolated CBS limits.

Fig. 9 shows electronic energies, relative to the HO2 + H

asymptote, along the IRC’s fromMPW1K, MP2, B3LYP, and

CASPT2 calculations. None of these methods yield quantita-

tive energies, and, as noted above, the forward barrier heights

vary widely from 0–6.5 kcal mol�1. Also shown are the

ROHF-RQCISD(T)/CBS energies computed along each of

these lower-level IRC’s. The resulting ROHF-RQCISD(T)

barrier heights vary from 3.0–4.3 kcal mol�1. While this range

of values is much smaller than the range of values predicted by

the uncorrected lower level methods, errors of this magnitude

in the barrier height will still be kinetically significant at low to

moderate temperatures. The ROHF-RQCISD(T) maximum

along the lower level IRC is shifted toward the products

relative to the CASPT2 and MPW1K saddle points but

toward the reactants relative to the MP2 saddle point.

The Q1 diagnostic is defined for the QCISD(T) method in a

manner analogous to the T1 diagnostic for the CCSD(T)

method. The Q1 diagnostics for the ROHF-RQCISD(T)

calculations along all four IRC’s vary from 0.04 in the reactant

valley to 0.05–0.06 at the saddle point and 0.02–0.06 in the

product valley. As discussed above for the T1 diagnostic, these

values may indicate a need for multi-reference methods to

accurately describe this system. However, the good agreement

with the CAS+1+2+QC results argues against such pro-

blems.

SCT transmission coefficients were computed for the seven

energy curves in Fig. 9 having barriers, and the results are

plotted in Fig. 10. At low temperatures, k was found to be

extremely sensitive to the shape of the potential energy surface,

varying from 1.4 to 55 for the low level methods and from 2.5

to 22 for the ROHF-RQCISD(T) energy curves at 300 K. At

1000 K, the range of k values predicted by the high level

methods is greatly decreased but still significant, increasing the

rate by only 5–15% for the MP2, MPW1K, and CASPT2

IRC’s and by more than 50% for the B3LYP IRC.

Rate coefficients were computed for the MP2, MPW1K, and

CASPT2 potential energy surfaces and for the high level

ROHF-RQCISD(T) energies computed along the MP2,

B3LYP, MPW1K, and CASPT2 IRC’s, and the results are

shown in Fig. 11. In the high level calculations, the ROHF-

RQCISD(T) energies were used to obtain barrier heights Vw

and transmission coefficients k, and low level frequencies and

rotational constants (summarized in Table 3) were used to

compute the partition functions Qw and QR. Several previous

experimental84–88 and theoretical86,89 results are also shown in

Fig. 11, where the results of Michael et al.86 for the reverse

Table 2 Relative energies (kcal mol�1) for the H2O2 surface. Energies
are relative to H + HO2 (numbers in parenthesis include zero point
energies). The MP2, CCSD(T), QCISD(T), CASPT2 and
CAS+1+2+QC calculations are all single point calculations using
the aug-cc-pVQZ basis set at geometries determined using aug-cc-
pVDZ basis sets

Method TS H2 + O2

B3LYP/aug-cc-pVDZ — �53.8(�54.0)
MPW1K 1.6(0.5) �52.6(�52.9)

UMP2 6.3(5.1) �58.3(�58.8)

ROHF-RCCSD(T) 3.2(1.8) �54.8(�55.1)
ROHF-UCCSD(T) 2.5(1.1) �54.7(�55.1)

ROHF-RQCISD(T) 2.9(1.5) �54.5(�54.8)
ROHF-UQCISD(T) 2.2(0.8) �54.3(�54.6)

(14e,10o)-CAS+1+2+QC 2.6(1.4) �55.2(�55.4)
(14e,10o)-CASPT2 1.6(0.3) �58.3(�58.7)

Exp’t (�55.28 � 0.06)

Fig. 9 Electronic energies along the IRC for H + HO2 - H2 + O2.

The color code is as follows: orange, MP2; red, B3LYP; green,

MPW1K; purple, CASPT2. Dashed lines represent lower level ener-

gies, and solid lines represent ROHF-RQCISD(T)/CBS energies com-

puted along the lower level reaction paths. The reaction coordinate s is

set to zero at the maximum ROHF-RQCISD(T) energy for each lower

level method.
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reaction were transformed using the expression

KeqðTÞ ¼ 1:394ðT=298 KÞ0:3558 expð�27511 K=TÞ;

which was fit to data obtained from the Active Thermoche-

mical Tables.91

The CASPT2 rate coefficient and the ROHF-RQCISD(T)

rate coefficient based on the CASPT2 IRC are in good

agreement with one another and with room temperature and

high temperature experimental results. This is perhaps surpris-

ing in light of the significantly different barrier heights for

these two methods. The CASPT2 barrier height is 0.8 kcal

mol�1 lower than the ROHF-RQCISD(T) barrier height along

the CASPT2 IRC, and improving the barrier height alone

would lead to a factor of 4 increase in the rate at 300 K

and poor agreement with experiment. However, as seen in

Fig. 10, the SCT tunneling correction for the CASPT2 IRC

is one-third that of the ROHF-RQCISD(T) energy curve

along the CASPT2 IRC, and the effects of errors in the

barrier height and width largely cancel resulting in the good

agreement between the two methods. This cancellation

may be anticipated in general, as lowering the energy of the

saddle point will typically result in a flatter potential curve

near the barrier. However this also suggests that isotope

effects calculated with these two methods might be dramati-

cally different.

The ROHF-RQCISD(T) high level energy correction for

the MP2 IRC improves the predicted rate coefficient drama-

tically, but is still a factor of two smaller than the results based

on the CASPT2 IRC. The ROHF-RQCISD(T) rate coefficient

computed for the B3LYP IRC is one-third that of the

CASPT2 results. The high-level energy correction does not

significantly improve the quality of the predicted rate coeffi-

cient for the MPW1K method, which was parameterized for

kinetics, and both MPW1K rate coefficients are in good

agreement with the experimental results. It is worth noting

however that, with the exception of the calculations employing

the MP2 and B3LYP IRC’s, the range of the predicted rate

coefficients is similar to the experimental uncertainty.

For the MPW1K and MP2 IRC’s, significant cancellation is

again observed in the effects of correcting the barrier heights

and widths using high level energies, and, at temperatures

above B500 K, the most significant effect on the predicted

ROHF-RQCISD(T) rate coefficients arises from differences in

the vibrational frequencies and rotational constants. As seen

in Table 3, the product of the saddlepoint vibrational frequen-

cies for the ROHF-QCISD(T) method differs from those of

the CASPT2, MPW1K, MP2, and B3LYP methods by factors

of 0.8, 1.6, 1.6, and 2.3, respectively, which correlates well with

the relative rate coefficients predicted by the various methods

at high temperatures.

3.5 H2CO - products

Formaldehyde dissociation proceeds to two different sets of

products via three distinct pathways, a molecular elimination

path,

H2CO! H2 þ CO ð2Þ

via a ‘‘tight’’ transition state, a radical-forming dissociation

path,

H2CO! HþHCO ð3Þ

and a third ‘‘roaming atom’’ path,

H2CO! H � � �HCO! H2 þ CO ð4Þ

Fig. 10 Small curvature tunneling (SCT) transmission coefficients for

H+HO2 -H2 +O2. The color code is as follows: orange, MP2; red,

B3LYP; green, MPW1K; purple, CASPT2. Dashed lines represent

uncorrected lower level results, and solid lines represent results for

ROHF-RQCISD(T)/CBS energies computed along each of the lower

level IRCs.

Fig. 11 Rate coefficient for H + HO2 - H2 + O2. The color code is

as follows: orange, MP2; red, B3LYP; green, MPW1K; purple,

CASPT2, with (solid) and without (dashed) high level ROHF-

RQCISD(T)/CBS energy corrections. The recommended value of

Baulch et al.88 is shown as a black line. The previous theoretical

results of Karkach and Osherov89 (open triangles) and Michael et al.86

(open circles) and experimental results of Baldwin and Walker84 (filled

square), Sridharan et al.85 (filled triangle), Keyser87 (filled circles), and

Michael et al.86 (filled diamonds).
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that leads to the molecular products via an internal, hydrogen

abstraction.92–96 In addition to these dissociation processes

formaldehyde can also undergo an isomerization.

H2CO! HCOH ð5Þ

The molecular elimination path, (2), is one of the most well

studied reactions both experimentally97–102 and theoreti-

cally.103–114 It has also become a benchmark reaction for

theoretical methods. Polik et al.100 estimated a barrier for this

reaction of 79.2 � 0.8 kcal mol�1 by fitting the modified

(tunneling corrected) transition state RRKM rate expression

of Miller115 to experimentally observed photo-dissociation

decay rates (see also ref. 116). At the time, this appeared to

be in good agreement with the best theoretical estimates. More

recent calculations114 however placed the barrier at 81.9 � 0.3

kcal mol�1, a result that has been shown117 to be consistent

with recent thermal rate measurements.101,102 The cause of the

B3 kcal mol�1 difference between the barrier deduced from

the photodissociation experiments and that derived from

theory is unresolved, although it has been noted114 that

quantitative agreement can be achieved using a reactant

density of states computed from an anharmonic force field

rather than the observed state density.

The threshold for the radical dissociation path, (3), is 86.57

� 0.16 kcal mol�1,118 significantly higher than the barrier for

reaction (2). However, because (�3) is barrierless, (3) has a

larger pre-exponential factor than (2) and becomes the domi-

nant process at high temperatures.

The ‘‘roaming atom’’ path has been well studied by Bow-

man and coworkers using trajectory calculations on an accu-

rate, ab initio surface. Trajectories are found in which a CH

bond is nearly broken, the hydrogen atom then orbits around

the remaining HCO fragment, eventually abstracting the

second hydrogen atom. Using PHOFEX spectroscopy, Suits

and coworkers have observed that channel (4) has a threshold

close to that for (3) and estimate that it contributes B20% of

the molecular products near threshold and more at higher

energies.96 We note that CASPT2 predicts the existence of a

saddle point (possibly more than one) on the potential surface

for this process. This saddle point, the structure of which is

shown in Fig. 12, is predicted to lie only 0.1–0.2 kcal mol�1

below the H + HCO asymptote, has an imaginary frequency

of 140 cm�1 and the two lowest bound frequencies are only 20

and 80 cm�1. Because this pathway involves large amplitude,

anharmonic motion, this saddle point (and the reaction path

associated with it) should be regarded as only representative of

the region of the potential surface controlling this process. A

harmonic oscillator, rigid-rotor, transition state theory calcu-

lation based on this saddle point gives a high pressure limit

dissociation rate at 1000 K approximately 20 times that of

the tight transition state. An anharmonic treatment would

likely give a much lower dissociation rate. The saddle point

could not be located with the RCCSD(T) or RQCISD(T)

methods.

Calculated energies for the stationary points for these

reactions are summarized in Table 4. Here TST refers to the

tight molecular dissociation transition state, TSR refers to the

roaming atom transition state, and TSM refers to the isomer-

ization transition state. The CCSD(T) and QCISD(T) results

are in excellent agreement with each other and with experi-

mental results where available. It should be noted that this

excellent agreement between theory and experiment is partly

fortuitous as corrections for non-perturbative triples, core-

valence correlation, relativistic effects and anharmonicity can

each be several tenths of a kcal mol�1.

The multi-reference CASPT2 and CAS+1+2+QC calcu-

lations shown in Table 4 both employ an eight orbital,

eight electron, active space consisting of all valence orbitals

except the two, doubly-occupied, oxygen valence lone pairs.

The CAS+1+2+QC energies (barrier and reaction

Table 3 Vibrational frequencies and rotational constants (cm�1) for the H + HO2 - H2 + O2 saddle point (SP) and HO2
a

Method Frequencies Rotational constants

MP2 SP 2684i, 380, 759, 1323, 1409, 1596 4.21, 1.01, 0.82
HO2 1199, 1451, 3654 20.4, 1.14, 1.08

B3LYPb SP 554, 1002, 1128, 1310, 1468 4.04, 0.94, 0.77
HO2 1164, 1434, 3588 20.6, 1.13, 1.07

MPW1K SP 1217i, 317, 653, 1288, 1486, 2075 4.04, 1.00, 0.80
HO2 1285, 1503, 3810 21.3, 1.17, 1.11

ROHF-RQCISD(T) SP 1869i, 314, 665, 1145, 1362, 1621 3.98, 0.96, 0.77
HO2 1067, 1423, 3620 20.2, 1.09, 1.04

ROHF-UCCSD(T) SP 1783i, 303, 654, 1138, 1362, 1689 3.97, 0.96, 0.77
HO2 1077, 1426, 3620 20.2, 1.09, 1.04

(14e,10o)-CASPT2 SP 1745i, 278, 617, 1106, 1353, 1732 3.90, 0.94, 0.76
HO2 1054, 1397, 3577 20.6, 1.13, 1.07

CCSD(T)c SP 1825i, 321, 681, 1169, 1374, 1717
HO2 1142, 1441, 3672

a The 6-31+G(d,p) basis set is used for the MPW1K method, and the aug-cc-pVDZ basis set is used otherwise. b The B3LYP method does not

predict a saddle point. Vibrational frequencies and rotational constants were determined at the maximum in the ROHF-RQCISD(T) energy along

the IRC, and the imaginary frequency is not listed. c Ref. 86, cc-pVQZ basis set.

Fig. 12 CASPT2/aug-cc-pvdz geometries for the two transition states

for the reaction, H2CO -H2 + CO. TSR is the roaming atom

transition state. TST is the tight, molecular elimination saddle point.
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endothermicity) for reaction (5) are in nearly perfect agree-

ment with the CCSD(T) and QCISD(T) energies. The

CAS+1+2+QC energies for reactions (2) and (3) are system-

atically low by B0.5 kcal mol�1 relative to the CCSD(T) and

QCISD(T) energies. The disagreement between CASPT2 and

CCSD(T) and QCISD(T) is significant. For example, the

CASPT2 dissociation energy for reaction (2) is 3 kcal mol�1

higher, although the barrier height is only 0.5 kcal mol�1

higher. These energies are quite sensitive to the choice of active

space. Inclusion of the oxygen valence lone pairs into the

active space decreases the dissociation energy by 4 kcal mol�1

and the barrier height by 3 kcal mol�1 (see also the discussions

in ref. 113 and 114).

The agreement between the B3LYP/6-31+G(d,p) calcula-

tions and the high level ab initio methods is remarkably good,

however this agreement deteriorates with the use of the larger

aug-cc-pVDZ basis set. For these reactions the MPW1K en-

ergies are significantly less accurate than the B3LYP energies.

The high-pressure limit rates for reaction (2) are shown in

Fig. 13. Unfortunately no high-pressure limit experiments

are available for comparison. At 1000 K the ratios of the

calculated rates, MPW1K :B3LYP :CAS+1+2+QC :

QCISD(T) :CCSD(T) :CASPT2 are 0.03 : 4.1 : 1.9 : 1.5 : 1.3 : 1.0.

The high level methods all give rates that are within a factor of

two of each other while the MPW1K rate is much lower and

the B3LYP rate is significantly higher. Most of the error in the

DFT rates stems from errors in the barrier heights however

there are also significant errors in the DFT frequencies (see

Table 5). A crude estimate of the frequency contribution to the

rate for a reaction such as this can be made by taking the ratio

of the product of the frequencies of the reactant divided by the

product of the frequencies of the transition state. The frequen-

cies from the high level methods all give ratios within 1% of

each other while the B3LYP ratio is low by 13% and the

MPW1K ratio is low by 14%. For this reaction the DFT

saddle point frequencies trend too high while the reactant

frequencies trend too low. Thus for the B3LYP rate these

errors in the frequencies partly cancel the error in the barrier

height while for MPW1K the two errors add.

In Fig. 14 we show high-pressure limit rates for the reaction

of H with HCO. There are two channels for this reaction,

addition forming H2CO, reaction (�3), and a direct abstrac-

tion to form H2 + CO without going through the H2CO well.

All three methods shown predict the addition rate to be faster

than the abstraction rate although the magnitude of the

difference in rates varies considerably with B3LYP predicting

the smallest difference and MPW1K the largest difference. As

was the case for reaction (2), there are no high-pressure limit

experiments for comparison. However, combining these re-

sults with the predictions for reaction (2) allows us to calculate

zero pressure rates for the reaction,

HþHCO! H2 þ CO ð6Þ

Table 4 Relative energies (kcal mol�1) for the H2CO surface. Energies are relative to H2CO (numbers in parentheses include zero point energies).
The CCSD(T), QCISD(T) CAS+1+2and CASPT2 calculations are all single point calculations using the aug-cc-pVQZ basis set at geometries
determined using aug-cc-pVTZ basis sets. The CAS+1+2+QC calculations employ the CASPT2 geometries

Methods H2 + CO H + HCO Trans HCOH TST TSR TSM

B3LYP
6-31+G(d,p) 9.8(2.6) 94.7(86.2) 52.4(52.4) 87.2(82.1) 94.3(85.9) 86.6(82.7)
aug-cc-pvdz 10.2(3.0) 92.3(83.9) 51.2(51.2) 83.9(78.9) 85.6(81.7) 92.3(83.9)

MPW1K 13.8(6.2) 94.3(85.5) 51.9(52.0) 93.9(88.6) 94.0(85.4) 89.4(85.4)

RCCSD(T) 5.1(�2.2) 95.0(86.4) 51.6(51.7) 86.6(81.2) — 86.0(82.1)
RQCISD(T) 5.0(�2.3) 94.9(86.4) 51.6(51.7) 86.4(81.0) — 85.8(81.8)

CAS+1+2+QC 4.4(�2.9) 94.4(86.0) 51.7(51.8) 85.9(80.5) 94.3(85.9) 85.8(81.9)

CASPT2 8.1(0.7) 94.1(85.7) 56.1(56.2) 87.1(81.8) 94.0(85.5) 88.7(84.9)

Exp’t (�2.2 � 0.1)a (86.57 � 0.16)c (79.2 � 0.8)d

(�2.02 � 0.05)b (81.2 � 0.9)e

a D. L. Baulch, R. A. Cox, P. J. Crutzen, R. F. Hampson, Jr, J. A. Kerr, J. Troe and R. T. Watson, J. Phys. Chem. Ref. Data 1982, 11, 327.
b Ref. 91. c Ref. 118. d Ref. 100. e Ref. 117.

Fig. 13 High-pressure limit rate coefficients for H2CO- H2 + CO

using methods from Table 6. The color key is as follows: gray,

CASPT2; green, CAS+1+2+QC; purple, B3LYP/aug-cc-pvdz; blue,

MPW1K; orange, QCISD(T); red, CCSD(T).
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This reaction proceeds via two mechanisms, direct abstraction

and addition/elimination. The addition/elimination path can

further be broken into dissociation via the tight transition state

for molecular elimination, reaction (2), and dissociation via

the roaming atom mechanism, reaction (3). In our calculations

we neglect the roaming atom mechanism which is expected to

contributeB5% to the rate of reaction (6). The results of these

calculations are shown in Fig. 15 along with two low-pressure

experimental measurements.119,120 We also note that a recent

trajectory study121 of this reaction yielded a temperature

independent rate in agreement with measurements of

ref. 119. The CASPT2 and B3LYP calculations are in remark-

ably good agreement with each other and with the experi-

mental results while the MPW1K rate is much lower due to its

high barrier for molecular dissociation. The agreement be-

tween CASPT2 and B3LYP is partly fortuitous since, as noted

above, the calculated rates of the two individual pathways

differ by more than the difference in the final combined rates of

reaction.

3.5 CH3CHO - products

Acetaldehyde dissociation is similar to formaldehyde dissocia-

tion in that it proceeds to two different sets of products via

three distinct pathways, a molecular elimination path,

CH3CHO! CH4 þ CO ð7Þ

via a ‘‘tight’’ transition state, a radical-forming dissociation

path,

CH3CHO! CH3 þHCO ð8Þ

and a third ‘‘roaming methyl’’ path,

CH3CHO! CH3 � � �HCO! CH4 þ CO ð9Þ

that leads to the molecular products via an internal, hydrogen

abstraction.122 Calculations have previously been reported on

the first two paths123–128 but not the third. As was found in

formaldehyde, a very loose transition state for the third,

‘‘roaming methyl’’, path can be found (with CASPT2). The

geometries of the transition states for (7) and (9) are compared

in Fig. 16. The energies of the relevant stationary points are

given in Table 6. Here the multi-reference calculations employ

an eight electron, seven orbital, active space (CCs, CCs*,
COp, COp*, CHs, CHs*, Onp). The DFT results are similar

to those for formaldehyde in that B3LYP/6-31+G(d,p) gives

an accurate prediction of the energy of the tight transition

state but places the radical asymptote too low while MPW1K

predicts the radical asymptote accurately but places the tight

transition state much too high. The agreement between

B3LYP and the higher-level calculations again deteriorates

with the use of larger basis sets. About half of the B1 kcal

mol�1 error in the CC bond energy can be attributed to

limitations of the aug-cc-pVTZ basis set. CASPT2/aug-cc-

pVQZ calculations increase the bond energy by 0.5 kcal mol�1

but have no effect on the CH3CHO-CH4 + CO energy

difference. The overall conclusion from the higher-level

Table 5 Vibrational frequencies (cm�1) for H2CO and the H2CO -
H2 + CO saddle point (SP). The 6-31+G(d,p) basis set is used for the
MPW1K method, the aug-cc-pVDZ basis set is used for B3LYP and
aug-cc-pVTZ for all of the higher-level methods

Method Frequencies

MPW1K SP 2026i, 832, 967, 1456, 2004, 3219
H2CO 1242, 1299, 1577, 1915, 3020, 3096

B3LYP SP 1863i, 790, 898, 1338, 1899, 3152
H2CO 1194, 1246, 1513, 1803, 2891, 2959

QCISD(T) SP 1830i, 782, 869, 1279, 1829, 3137
H2CO 1180, 1260, 1528, 1761, 2929, 2996

CCSD(T) SP 1830i, 786, 869, 1282, 1837, 3140
H2CO 1180, 1260, 1528, 1764, 2930, 2998

CASPT2 SP 1765i, 781, 855, 1254, 1831, 3195
H2CO 1168, 1245, 1528, 1755, 2941, 2999

Fig. 14 High-pressure limit rate coefficients for H + HCO- pro-

ducts. The color key is as follows: gray, CASPT2; purple, B3LYP/aug-

cc-pvdz; blue, MPW1K. The solid curves are for the reaction H +

HCO - H2 + CO and the dashed curves for H + HCO - H2CO.

Fig. 15 Zero pressure rate coefficients for H + HCO - H2 + CO

The color key is as follows: gray, CASPT2; purple, B3LYP/aug-cc-

pvdz; blue, MPW1K. Also shown are low pressure experimental

results from ref. 119 (horizontal line) and 120 (solid circles).
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calculations in Table 6 is that the radical asymptote and the

tight transition state are very close in energy both lying B1

kcal mol�1 above the ‘‘roaming’’ transition state. In formal-

dehyde the ‘‘roaming’’ transition state is predicted to be only

0.1 kcal mol�1 below the radical asymptote. The larger

stabilization of the ‘‘roaming’’ transition state relative to the

radical asymptote in acetaldehyde can probably be attributed

to long-range dispersion interactions.

The high-pressure limit rates for reaction (7) are shown in

Fig. 17. Again no high-pressure limit experiments are available

for comparison. At 1000 K the ratios of the calculated rates,

MPW1K:B3LYP :CASPT2 :CAS+1+2+QC :Q-

CISD(T) : CCSD(T) are 0.009 : 1.6 : 9.1 : 0.6 : 1.1 : 1.0. With the

exception of CASPT2 all of the high level methods give rates

within a factor of two of each other. The CASPT2 barrier is

4–5 kcal mol�1 lower than the other high-level methods and

hence the CASPT2 rate is much higher. As for formaldehyde

dissociation MPW1K predicts a barrier that is much too high

and consequently a dissociation rate that is several orders of

magnitude too low.

In Fig. 18 we show high-pressure limit rates for the reaction

of CH3 with HCO. There are two channels for this reaction,

addition forming CH3CHO, reaction (�8), and a direct ab-

straction to form CH4 + CO without going through the

CH3CHO well. All three methods shown predict the addition

and abstraction rates to be comparable at low temperature

with the abstraction rate dropping more rapidly with increas-

ing temperature. Unlike for H + HCO, both DFT methods

predict CH3 + HCO rates significantly slower than the

CASPT2 result. This again is probably due to the lack of

dispersion interactions in the DFT calculations. The results in

Fig. 17 and 18 can be combined to give both high pressure and

zero pressure rates for the reaction,

CH3 þHCO! Products ð10Þ

As for H + HCO this reaction proceeds by both direct

abstraction and addition/elimination mechanisms and we

again neglect the contribution of the ‘‘roaming’’ methyl chan-

nel to addition/elimination. The calculated rates are shown in

Fig. 19 along with previous experimental results129–131 and the

Tsang and Hampson132 evaluation. The CASPT2 high-pres-

sure limit is in essentially perfect agreement with the measure-

ments of Baggot et al.131 and Held et al.129 The B3LYP and

MPW1K rates are lower by factors of 3 and 5, respectively.

4. Conclusions

For problems where multi-reference effects are not important

there is now a large body of evidence that CCSD(T) and

QCISD(T) are capable of giving relative energies with high

accuracy not only for stable species but also for transition

states. This is true even for problems involving large changes

in structure and bonding. Although multi-reference methods

are also capable of yielding accurate relative energies for these

kinds of problems, large changes in structure and bonding

often require the use of large active spaces which can make the

multi-reference calculations intractable. The real strength of

multi-reference methods is for applications where single re-

ference methods, such as CCSD(T) and QCISD(T), fail.

Reaction (7) is a good example of a problem for which

multi-reference methods are not particularly appropriate.

The kinetics are controlled by a high barrier, involving large

changes in the electronic structure relative to the reactant and

an accurate multi-reference treatment would require a large

Fig. 16 CASPT2/aug-cc-pVDZ geometries for the two transition

states for the reaction, CH3CHO - CH4 + CO.

Table 6 Relative energies (kcal mol�1) for the CH3CHO surface.
Energies are relative to CH3CHO (numbers in parenthesis include zero
point energies). The CCSD(T), QCISD(T) CAS+1+2+QC and
CASPT2 calculations are all single point calculations using the
aug-cc-pVTZ basis set at CASPT2/aug-cc-pVDZ geometries

Methods CH4 + CO CH3 + HCO TST TSR

B3LYP
6-31+G(d,p) 1.1(�2.4) 86.3(78.5) 86.1(82.3) 85.9(78.5)
aug-cc-pVDZ 1.4(�2.2) 86.0(78.2) 84.9(80.9) 85.5(78.2)
aug-cc-PVTZa �0.7 85.0 84.1 85.1

MPW1K 5.5(1.7) 89.6(81.5) 94.4(90.3) 89.0(81.4)

RCCSD(T) �2.9(�6.6) 89.6(81.9) 86.7(82.0) 84.8(77.0)
RQCISD(T) �3.0(�6.7) 89.3(81.6) 86.5(81.7) 87.8(79.9)

CAS+1+2+QC �0.5(�4.2) 88.1(80.4) 87.7(83.0) 87.2(79.3)

CASPT2 �3.7(�7.4) 85.4(77.8) 82.3(77.6) 84.4(76.5)

Exp’tb (�6.06 � 0.1) (82.8 � 0.1)

a Using B3LYP/aug-cc-pVDZ geometries. b Ref. 91.

Fig. 17 High-pressure limit rate coefficients for CH3CHO - CH4 +

CO. Color code is the same as for Fig. 13.
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active space (possibly full valence). However reaction (10),

which actually involves the same transition state as (7) is a

good example of where multi-reference methods are appro-

priate. Here the key features controlling the kinetics are the

long-range, radical–radical interactions (for which single re-

ference methods fail) and the height of the tight transition

state relative to CH3 + HCO (not relative to CH3CHO).

Although the CASPT2 calculation fails to accurately predict

the barrier for (7) relative to CH3CHO it does correctly predict

the height of this barrier relative to CH3 + HCO.

It is also interesting to compare CASPT2 and

CAS+1+2+QC. As noted below CAS+1+2+QC is con-

siderably more costly than CASPT2 but, at least for the

reactions studied here, CAS+1+2+QC appears to give con-

sistently more accurate results. However CASPT2 is closer to

size consistent than CAS+1+2+QC and so as the size of the

system increases one expects the accuracy of CAS+1+2+QC

to degrade relative to CASPT2.

For the two DFT methods used here we find B3LYP to give

more accurate results for radical–radical combinations, formal-

dehyde dissociation and acetaldehyde dissociation while

MPW1K gives more accurate results for the H + HCCH

addition and the H + HO2 abstraction. In fact for radical–

radical combinations, where multi-reference effects are impor-

tant B3LYP is considerably more accurate than CCSD(T) and

QCISD(T). For the relatively simple H + HCCH addition

reaction neither DFT method gives results of kinetically useful

accuracy, the room temperature MPW1K rate is high by almost

an order of magnitude and the B3LYP rate is high by several

orders of magnitude. One problem with the DFTmethods is the

neglect of dispersion interactions. This makes the DFT results

much less accurate for reactions involving larger, polyatomic

reactants. The DFT methods however do give qualitatively

reasonable results for all the reactions considered here and are

a very valuable tool for surveying complex potential surfaces.

Not yet discussed here is the question of relative cost of the

ab initio methods. Taking as a representative problem, calcu-

lations on formaldehyde with the aug-cc-pVQZ basis set, the

CPU times ratios for MP2 : CASPT2 :CCSD(T) :QCISD(T) : -

CAS+1+2+QC are approximately 1 : 2 : 4 : 4 : 12. The size

scaling of these methods vary for different parameters such as

the number of electrons, the number of occupied orbitals, the

number of virtual orbitals, the size of the active space, etc. So,

for example, the ratios for the calculations on acetaldehyde

with the smaller aug-cc-pVTZ basis set are 1 : 3 : 22 : 22 : 13.

Another issue that enters into the cost of calculations is the

availability, or lack, of analytic derivatives (gradients and/or

Hessians). Analytic gradients make efficient geometry optimi-

zations and reaction path following possible. The MOLPRO

package has analytic gradients for DFT methods and

CASPT2. GAUSSIAN has analytic gradients and Hessians

for DFT and MP2. Analytic gradients for multi-reference CI

have been developed,133–135 but not yet for the internally

contracted CI.

The CASPT2 method provides more consistently accurate

geometries than either of the DFT methods studied here and

the CASPT2 frequencies are also in consistently better agree-

ment with the QCISD(T) and CCSD(T) frequencies than are

either of the two DFT methods. Thus, the CASPT2 approach

is the preferred approach for obtaining geometries and fre-

quencies in a priori kinetic studies.
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