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Fully coupled quantum mechanical scattering calculations and adiabatic uncoupled bound-state calculations are used to identify Feshbach funnel resonances that correspond to long-lived exciplexes in the A state of NaH₂, and the scattering calculations are used to determine their partial and total widths. The total widths determine the lifetimes, and the partial widths determine the branching probabilities for competing decay mechanisms. We compare the quantum mechanical calculations of the resonance lifetimes and the average final vibrational and rotational quantum numbers of the decay product, H₂(ν', J'), to trajectory surface hopping calculations carried out by various prescriptions for the hopping event. Tully’s fewest switches algorithm is used for the trajectory surface hopping calculations, and we present a new strategy for adaptive stepsize control that dramatically improves the convergence of the numerical propagation of the solution of the coupled classical and quantum mechanical differential equations. We performed the trajectory surface hopping calculations with four prescriptions for the hopping vector that is used for adjusting the momentum at hopping events. These include changing the momentum along the nonadiabatic coupling vector (d), along the gradient of the difference in the adiabatic energies of the two states (g), and along two new vectors that we describe as the rotated-d and the rotated-g vectors. We show that the dynamics obtained from the d and g prescriptions are significantly different from each other, and we show that the d prescription agrees better with the quantum results. The results of the rotated methods show systematic deviations from the nonrotated results, and in general, the error of the nonrotated methods is smaller. The nonrotated TFS-d method is thus the most accurate method for this system, which was selected for detailed study precisely because it is more sensitive to the choice of hopping vector than previously studied systems.

1. Introduction

Trajectory surface hopping (TSH) has become clearly established as a practical method for studying electronically nonadiabatic dynamics in molecular systems. One attractive aspect of the method is that it is applicable even to complicated polyatomic systems. Until recently, however, it was not possible to evaluate the accuracy of the method because accurate quantum mechanical dynamics calculations on electronically nonadiabatic processes were intractable. Recently the situation has changed, and we have begun to test TSH methods against accurate quantal calculations. One goal of this work is to delineate the reliability of TSH methods for various classes of systems (strongly coupled, weakly coupled, bimolecular, unimolecular, etc.), and another is to use what we learn to design improved methods. In the present paper, we focus on electronically nonadiabatic unimolecular decay of long-lived excited-state complexes (exciplexes) and we focus on the prescription for the change in momentum during the hopping event.

One problematic aspect of TSH methods is that the potential energy governing the internuclear motion changes discontinuously during a hop, and a corresponding discontinuous change in kinetic energy is required to conserve the total energy. This is problematic because there is no formal prescription for the method used to adjust the individual components of the kinetic energy. Two common prescriptions are to adjust the component of the momentum that lies along the nonadiabatic coupling vector,

\[ d/j(R) = \langle \phi_j(x,R) | \nabla_R \phi_j(x,R) \rangle \]  

and to adjust the component of the momentum that lies along the vector of the gradient of the differences in potential energy,

\[ g/j(R) = \nabla_R (E_j(R) - E_g(R)) \]  

where \( \phi_j(x,R) \) and \( \phi_j(x,R) \) are the adiabatic electronic states between which the system switches during the hop, \( R \) is the vector of nuclear coordinates, \( x \) is the vector of electronic coordinates, \( \nabla_R \) is the gradient with respect to nuclear coordinates, and \( E_j(R) \) and \( E_g(R) \) are the adiabatic energies of states \( \phi_j(x,R) \) and \( \phi_j(x,R) \) as functions of \( R \). The \( g \) prescription (throughout this paper, we drop the subscripts and arguments of \( d \) and \( g \) where it will not cause confusion; i.e., \( g \) denotes \( g_j(R) \) and \( d \) denotes \( d_j(R) \)) is computationally more convenient, but the \( d \) prescription has been recommended by Tully and Stine and Muckerman, and it has been justified theoretically on the basis of semiclassical theory. However, recent work comparing the \( d \) and \( g \) hopping prescriptions for a variety of systems showed no notable difference in results between using the two methods. This was also reported earlier by Eaker. We can explain this in part by the fact that it has been shown
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that the \( \mathbf{d} \) and \( \mathbf{g} \) vectors are parallel in systems with constant diabatic coupling.\(^{12} \) Therefore, the \( \mathbf{d} \) and \( \mathbf{g} \) vectors are expected to give similar results in any system in which the diabatic coupling is approximately constant in the regions where most nonadiabatic transitions occur. This does not explain all the observed results, though, since it was also found\(^4 \) that the final state distributions are almost independent of the choice of \( \mathbf{d} \) versus \( \mathbf{g} \) in a system where the \( \mathbf{d} \) and \( \mathbf{g} \) vectors are nearly perpendicular to each other. The \( \mathbf{d} \) and \( \mathbf{g} \) vectors are also expected to give similar results in any system with a small average potential energy gap at hopping events, since in this case the change in the kinetic energy is relatively small. A systematic study of the differences in the dynamics observed when using the \( \mathbf{d} \) or \( \mathbf{g} \) vector to adjust the momentum has never been reported.

In this work, we present calculations on the unimolecular decay of exciplexes. We use a realistic diabatic potential energy matrix (NaH\(_2\) potential energy matrix \( E \))\(^{21} \) for which the diabatic coupling is not constant at most geometries. The \( \mathbf{d} \) and \( \mathbf{g} \) vectors generally point in different directions in this system, including the range of geometries where most surface hops occur. We present converged quantum dynamics calculations and TSH calculations carried out by Tully’s fewest switches\(^{5,15,16} \) (TFS) method over a range of initial states and energies.

A problem that occurs in both momentum-adjusting prescriptions described above is the possibility that there may be insufficient momentum along the vector to allow a hop. This occurs only in transitions from a lower energy surface to a higher energy surface. Suggested remedies for this problem include simply ignoring the surface change\(^{13} \) or reversing the component of the momentum along the hopping vector (\( \mathbf{d} \) or \( \mathbf{g} \)),\(^3 \) as if a step function in the potential surface had been encountered. In both cases, the trajectory remains on the same surface. In the TFS method, the undesirable consequence of either of these procedures is that the correct ensemble-averaged electronic populations are not maintained. This is because surface hops and associated electronic state switches are enforced to maintain the correct populations in an ensemble-averaged sense. The hops must occur where there is a local change in the probability of being on the current potential energy surface. Once the correct hopping position has been passed, there is no mechanism to allow a correction for inadequate tracking. Thus, in the TFS method, it is important that the correct populations always be maintained. In this paper, we examine the dynamical consequences of allowing the \( \mathbf{d} \) or \( \mathbf{g} \) vector to rotate in order to allow surface transitions to occur and to reduce the number of momentum-prohibited hops. The TFS calculations were performed with the \( \mathbf{d} \) prescription (TFS-\( \mathbf{d} \)) and the \( \mathbf{g} \) prescription (TFS-\( \mathbf{g} \)) and with two new prescriptions called rotated \( \mathbf{d} \) and rotated \( \mathbf{g} \).

2. System

The process we consider is electronic predissociation, i.e., the unimolecular decay of an electronically excited-state complex to ground-electronic-state fragments, in particular,

\[
\text{NaH}_2(\kappa = 2, \nu_1 = 0, \nu_2, \nu_3 = 0) \rightarrow \text{Na}(3s) + \text{H}_2(\nu', j') \quad (3)
\]

where the left-hand side represents an exciplex, \( \kappa \) is the initial electronic state (\( \kappa = 1 \) is the electronic ground state, \( \bar{X} \), and \( \kappa = 2 \) is the first excited state, \( \bar{A} \)), \( \nu_l \) (\( l = 1, 2, \) or \( 3 \)) are the quantum numbers for the \( \text{H}_2 \) stretch, the symmetric Na–H\(_2\) stretch, and the asymmetric Na–H\(_2\) bend, respectively, and \( \nu' \) and \( j' \) are the final vibrational and rotational quantum numbers of \( \text{H}_2 \). We consider values of \( \nu_2 \) in the range 0–6. Note that the \( \bar{A} \) state corresponds formally to Na(3p) complexed to \( \text{H}_2 \), whereas the repulsive \( \bar{X} \) state corresponds to Na(3s) + \( \text{H}_2 \). In this work, we neglect spin–orbit coupling and electronic angular momentum. We consider only states with zero total angular momentum. We use a two-state diabatic potential energy matrix (NaH\(_2\) potential energy matrix \( E \))\(^{21} \) for all of the calculations. Analytical derivatives for this potential matrix were calculated using the ADIFOR\(^{22} \) program.

A schematic diagram of the diagonal matrix elements at \( C_2v \) geometries is shown in Figure 1. In this figure and elsewhere, we use the following three Jacobi coordinates: \( S \) (distance from Na to H\(_2\)), \( s \) (distance from H to H), and \( \gamma \) (the angle between the Na-to-H\(_2\) center and H\(_2\) axis). Throughout this paper, the zero of energy corresponds to Na(3s) infinitely far from the H\(_2\) diatom. The well in the excited state surface in Figure 1 is the exciplex, also called a funnel.\(^{21,24} \) In Figure 1, it can be seen that the crossing of the diabats occurs at energies slightly higher than the asymptotic Na(3p) + \( \text{H}_2 \) energy. Note that five of the energies occur above the asymptotic Na(3p) + \( \text{H}_2 \) energy and are not classically bound.

The vibrational quantum numbers of each of the three exciplex modes, listed together, are used as a shorthand notation throughout this paper. For example, 000 refers to the lowest energy exciplex state and 100 refers to the state which has one quantum of energy in the \( \text{H}_2 \) vibrational mode.

3. Quantum Mechanical Theory

We used accurate quantum mechanical scattering calculations to locate and characterize the pred dissociating states. These states show up in scattering calculations as electronic Feshbach resonances.\(^{25} \) We will call them Feshbach funnel resonances.\(^{26} \) The methods we used to locate and characterize these kinds of states were described in earlier work.\(^{26,27} \) We summarize the process here.

The eigenphase sum, \( \Delta(E) \), is defined by

\[
\exp(2i\Delta(E)) = \det \mathbf{S}(E) \quad (4)
\]

where \( \mathbf{S}(E) \) is the scattering matrix and \( E \) is the total energy at
Figure 2. Smoothed eigenphase sums as functions of energy in the region of a resonance. The solid diamonds represent quantum mechanical eigenphase sums, smoothed by addition of multiples of $\pi$. The solid line represents the fit to these points. The dotted line represents the background contribution to the eigenphase sum, and the short dashed line represents the resonance contribution to the eigenphase sum.

which $S(E)$ and $\Delta(E)$ are calculated. This formula only determines $\Delta(E)$ to within a multiple of $\pi$. In order to obtain $\Delta(E)$ as a smooth function of energy, multiples of $\pi$ were added where necessary for continuity. We use the notation $\Delta(E)$ to indicate eigenphase sums calculated from eq 4 and smoothed by addition of multiples of $\pi$.

According to the multichannel analogy of the Breit–Wigner formula, in the region of an isolated narrow resonance, the eigenphase sum is given approximately by\(^{28}\)

$$\Delta(E) = \Delta^b(E) + \arctan\left(\frac{\Gamma_\alpha}{2(E_\alpha - E)}\right) \tag{5}$$

where $\Delta^b(E)$ is the background contribution to the eigenphase sum, $\Gamma_\alpha$ is the total width of the resonance, $E_\alpha$ is the resonance energy, and the arctan is always chosen to be the branch between 0 and $\pi$ (not $-\pi/2$ to $\pi/2$). Our goal is to fit eq 5 to the quantum mechanical $\Delta(E)$ values to determine $\Gamma_\alpha$ and $E_\alpha$. We expand $\Delta^b(E)$ in a polynomial of the energy

$$\Delta^b(E) = \sum_{n=0}^{P} a_n E^n \tag{6}$$

where $P$ is the order of the polynomial. We fit eq 5 with the substitution (6) to the accurate data $\Delta^{acc}(E_k)$ at $N_E$ points $E_k$ by minimizing the following quantity:\(^{27}\)

$$\delta^2 = \frac{1}{N_E - P - 2} \sum_{k=1}^{N_E} \left[\Delta^{eq}(E_k) - \Delta^{acc}(E_k)\right]^2 \tag{7}$$

Our general procedure was to select a value of $P$ and to minimize eq 7 with respect to $\Gamma_\alpha$, $E_\alpha$, and $a_n$. We then increased $P$ and repeated the process. We typically found that $\Gamma_\alpha$ and $E_\alpha$ were stable with respect to the variation of $P$ in the region of the optimal value of $P$. Figure 2 shows a plot of $\Delta^{eq}(E_k)$, $\Delta^{acc}(E_k)$, and the background and resonance components of $\Delta^{eq}(E_k)$ versus $E$.

Once we had determined $\Gamma_\alpha$ and $E_\alpha$, we calculated the partial widths according to the formula\(^{29-32}\)

$$S_{\nu(n)}(E_k) = S_{\nu(n)}^{\phi}(E_k) - i \frac{\gamma_{\nu(n)}\gamma_{\nu(n)}}{E_k - z_\alpha} \tag{8}$$

where

$$z_\alpha = E_\alpha - \frac{i\Gamma_\alpha}{2} \tag{9}$$

and $S_{\nu(n)}(E_k)$ is an approximation to $S_{\nu(n)}$ (an element of $S(E)$), $S_{\nu(n)}^{\phi}(E_k)$ is the background scattering contribution to $S_{\nu(n)}(E_k)$, and $\gamma_{\nu(n)}$ and $\gamma_{\nu(n)}'$ are partial widths describing decay from the resonance $\alpha$ into the $n$ and $n'$ channels, respectively. $S_{\nu(n)}^{\phi}(E_k)$ is expanded in a polynomial as a function of energy:

$$S_{\nu(n)}^{\phi}(E_k) = \sum_{j=0}^{P'} A_{\nu(n)} E_k^j \tag{10}$$

where $P'$ is the order of the polynomial. Multiplying by $E - z_\alpha$ gives

$$(E - z_\alpha)S_{\nu(n)} = \sum_{j=0}^{P'+1} B_{\nu(n)} E_k^j \tag{11}$$

where

$$B_{\nu(n)} = A_{\nu(n)} - z_\alpha \gamma_{\nu(n)}' \tag{12}$$

$$B_{0(n)} = -z_\alpha \gamma_{0(n)} - iC_{\nu(n)}' \tag{13}$$

and

$$C_{\nu(n)} = \frac{\gamma_{\nu(n)}}{\gamma_{\nu(n)}'} \tag{15}$$

Note that all of the polynomial coefficients given above are complex.

The quantity $C_{\nu(n)}$ is determined by fitting eq 8 to an entire column of the $S$ matrix by minimizing the following quantity:

$$\epsilon_n^2 = \frac{\sum_k \left| S_{\nu(n)} - S_{\nu(n)}(E_k) \right|^2}{N_E - P'} \tag{16}$$

where the summation is over all of the open channels, $N_c$. Once $C_{\nu(n)}$ is determined, $\gamma_{\nu(n)}$ and $\gamma_{\nu(n)}'$ are calculated from

$$\gamma_{\nu(n)}' = \frac{C_{\nu(n)}}{\sqrt{C_{\nu(n)}}} \tag{17}$$

In practice, we fit all $n$ columns of the $S(E)$ matrix, and we report data from the column that had the largest partial width. A more detailed description of the procedure for fitting partial widths is given in earlier work.\(^{26,27}\)

We define the probability of decay of resonance $\alpha$ into channel $n$ as

$$P_{\alpha n} = \left| \frac{\gamma_{\nu(n)}}{G_\alpha} \right|^2 \tag{18}$$

where

$$G_\alpha = \sum_{n=1}^{N_c} \left| \gamma_{\nu(n)} \right|^2 \tag{19}$$
Ga equals Γa for an isolated narrow resonance, but for the resonances, we consider that Ga tends be slightly smaller than Γa.

The final average vibrational and rotational quantum numbers for the decay products of each exciplex are given in terms of the decay probabilities as follows:

\[
\langle \nu' \rangle_a = \sum_n P_{a \nu a} \nu'_a 
\]

\[
\langle f' \rangle_a = \sum_n P_{a \nu a} f'_a 
\]

where the summation is over all open channels and ν'\(_a\) and f'\(_a\) are the vibrational and rotational quantum numbers of channel \(n\), respectively. The subscript \(\alpha\) on \(\langle \nu' \rangle\) and on \(\langle f' \rangle\) labels the resonance.

The mean lifetime for a resonance is given by\(^{31-34}\)

\[
\tau_{\alpha} = \frac{\hbar}{\Gamma_{\alpha}} 
\]

where the subscript \(\alpha\) again labels the resonance.

4. Computational Methods

4.1. Quantum Mechanical Scattering. The accurate quantum mechanical calculations were carried out by the hybrid basis set outgoing wave variational principle (OWVP)\(^{35,36}\) using version 18.5 of the VP computer code.\(^{37}\) Table 1 lists the basis set parameters for two different basis sets. These parameters are described in full detail in an earlier paper,\(^{36}\) and we give a brief summary of these parameters in Table 2. Basis set I was used for all of our OWVP calculations. Basis set II is a larger basis set, and it was used to check the level of convergence of basis set I. We performed calculations at a range of energies with both basis sets, and we compared the state-to-state transition probabilities at each energy. A summary of the convergence is shown in Figure 3. Shown are the number of transition probabilities in each range of magnitude and the relative convergence for that group. At 2.030 eV, the transition probabilities larger than 1 × 10⁻⁶ are all converged to within 1−2%. At 2.232 eV, the basis set is slightly less well-converged. Most of the transition probabilities larger than 1 × 10⁻⁵ are converged to within 2−5%, and about half of them are converged to within 1%. Note that the energies shown in Figure 3 correspond to the locations of resonances. It is difficult to converge the quantum calculations with respect to the basis set size and with respect to numerical parameters at these energies because of the notorious sensitivity of scattering calculations to all parameters near a resonance. Calculations at energies that do not correspond to the location of resonances are converged to an even higher degree.

We checked the convergence of \(\langle \nu' \rangle\) and \(\langle f' \rangle\) by performing a series of calculations in the neighborhood of the resonance at 2.232 eV with basis set II and comparing these results to calculations obtained with basis set I. Table 3 illustrates the differences between these calculations, and it illustrates the effect of using different parameters for the fit of the partial widths described in section 3. It can be seen that the average final vibrational and rotational quantum numbers are stable with respect to a change in these parameters and that they are converged with respect to the basis set.

We need eigenphase sums over a range of energies in order to locate resonances by the method described in section 3. The spacing of the energies needs to be about a half of the width of

| TABLE 1: Basis Set Parameters for OWVP Calculations |
|-----------------|---|---|
| parameter       | I | II |
| \(j_{\text{max}}(k = 1, \nu = 0)\) | 24 | 26 |
| \(j_{\text{max}}(k = 1, \nu = 1)\) | 22 | 24 |
| \(j_{\text{max}}(k = 1, \nu = 2)\) | 20 | 22 |
| \(j_{\text{max}}(k = 1, \nu = 3)\) | 17 | 19 |
| \(j_{\text{max}}(k = 1, \nu = 4)\) | 15 | 17 |
| \(j_{\text{max}}(k = 1, \nu = 5)\) | 12 | 14 |
| \(j_{\text{max}}(k = 1, \nu = 6)\) | 8  | 10 |
| \(j_{\text{max}}(k = 1, \nu = 7)\) | 2  | 4  |
| \(j_{\text{max}}(k = 1, \nu = 8)\) | 4  | 4  |
| \(j_{\text{max}}(k = 2, \nu = 0)\) | 18 | 20 |
| \(j_{\text{max}}(k = 2, \nu = 1)\) | 16 | 16 |
| \(j_{\text{max}}(k = 1)\)       | 22 | 24 |
| \(j_{\text{max}}(k = 2)\)       | 22 | 24 |
| \(\Delta \nu\)\(_a\)(k = 1)     | 0.18 | 0.18 |
| \(\Delta \nu\)\(_a\)(k = 2)     | 0.16 | 0.16 |
| \(w^\nu\)\(_a\)(k = 1)          | 0.3  | 0.3  |
| \(w\)\(_a\)(k = 2)              | 0.33 | 0.33 |
| \(\Delta \nu\)\(_a\)(k, all \(\nu\)) | 0.120 | 0.120 |
| \(\Delta \nu\)\(_a\)(k, all \(\nu\)) | 0.132 | 0.132 |
| \(\Delta \nu\)\(_a\)(k, all \(\nu\)) | 0.132 | 0.132 |
| \(\Delta \nu\)\(_a\)(k, all \(\nu\)) | 0.217 | 0.217 |
| \(c\)(k, all \(\nu\))           | 0.48 | 0.48 |
| \(c\)(k, all \(\nu\))           | 0.44 | 0.44 |
| \(c\)(k)                        | 0.06131 | 0.06131 |
| \(\sigma^\nu\)\(_a\)(k = 1)     | 2.46 | 2.46 |
| \(\sigma^\nu\)\(_a\)(k = 1)     | 3.54 | 3.54 |
| \(\sigma^\nu\)\(_a\)(k = 2)     | 1.040 | 1.040 |
| \(\sigma^\nu\)\(_a\)(k = 2)     | 2.480 | 2.480 |
| \(\sigma^\nu\)\(_a\)(k = 1, all \(\nu\)) | 2.816 | 2.816 |
| \(\sigma^\nu\)\(_a\)(k = 1, all \(\nu\)) | 8.936 | 8.936 |
| \(\sigma^\nu\)\(_a\)(k = 1, all \(\nu\)) | 2.888 | 2.888 |
| \(\sigma^\nu\)\(_a\)(k = 1, all \(\nu\)) | 5.709 | 5.709 |
| \(\sigma^\nu\)\(_a\)(k = 2, all \(\nu\)) | 2.312 | 2.312 |
| \(\sigma^\nu\)\(_a\)(k = 2, all \(\nu\)) | 9.44 | 9.44 |
| \(\sigma^\nu\)\(_a\)(k = 2, all \(\nu\)) | 2.246 | 2.246 |
| \(\sigma^\nu\)\(_a\)(k = 2, all \(\nu\)) | 10.76 | 10.826 |
| \(m_1^\nu\)\(_a\)(all \(\nu\))  | 52  | 53  |
| \(m_2^\nu\)\(_a\)(all \(\nu\))  | 55  | 56  |
| \(m_2^\nu\)\(_a\)(all \(\nu\))  | 65 (1−7) | 66 (1−8) |
| \(m_2^\nu\)\(_a\)(all \(\nu\))  | 55 (8−10) | 56 (9−11) |
| \(m_2^\nu\)\(_a\)(all \(\nu\))  | 55 (1−10) | 56 (1−11) |
| \(e_1\)                      | 12  | 14  |
| \(e_1\)                      | 100 | 100 |
| \(e_1\)                      | 14  | 16  |
| \(e_2\)                      | 12  | 14  |
| \(e_2\)                      | 12  | 14  |
| \(N\)(HO)                | 80  | 90  |
| \(N\)(HO)                | 80  | 80  |
| \(N\)(HO)                | 720 | 800 |
| \(N\)(HO)                | 150 | 200 |
| \(N\)(HO)                | 0   | 0   |
| \(N\)(HO)                | 5.0 | 5.5 |
| \(N\)(HO)                | 15  | 15  |
| \(N\)(F)                | 1825 | 2140 |
| \(S_0\)                | 1.0 | 0.8 |
| \(S_0\)                | 40.0 | 45.0 |
| \(S_0\)                | 7  | 7  |
| \(S_0\)                | 255 | 300 |
| \(S_0\)                | 40  | 40  |
| \(S_0\)                | 0.9 | 0.9 |
| \(S_0\)                | 1.0 | 0.8 |
| \(S_0\)                | 30.0 | 35.0 |
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the difference in energy between the Na(3p) on a plot of the eigenphase sums. The region over which the resonance (or smaller) in order for the resonance to appear

<table>
<thead>
<tr>
<th>TABLE 2: Description of Scattering Basis Set Parameters Used in Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>parameter</td>
</tr>
<tr>
<td>( j_{\text{max}}(\kappa, \nu) )</td>
</tr>
<tr>
<td>( \nu_{\text{max}}(\kappa) )</td>
</tr>
<tr>
<td>( n_{\text{max}}(\kappa) )</td>
</tr>
<tr>
<td>( \Delta \gamma(\kappa) )</td>
</tr>
<tr>
<td>( \Delta \sigma(\kappa, \nu) )</td>
</tr>
<tr>
<td>( \psi_0(\kappa, \nu) )</td>
</tr>
<tr>
<td>( c(\kappa, \nu) )</td>
</tr>
<tr>
<td>( s_{1}(\kappa) )</td>
</tr>
<tr>
<td>( s_{1}^{(\kappa)}(\kappa) )</td>
</tr>
<tr>
<td>( S_{1}(\kappa, \nu) )</td>
</tr>
<tr>
<td>( S_{1}^{(\kappa)}(\kappa, \nu) )</td>
</tr>
<tr>
<td>( m(\nu, j) )</td>
</tr>
</tbody>
</table>

...between the nuclear coordinates, they used the Jacobi coordinates for Na + H₂, and they used the exact kinetic energy operator. The program used is described elsewhere. The calculations are straightforward, except that difficulties were encountered when evaluating the radial integrals over the potential because the potential is not sufficiently smooth. Thus, rather than using a single Gaussian-like quadrature to evaluate the radial integrals, the integration region was divided into 10 intervals, each having its own quadrature. In order to improve the convergence of the energy levels with high Na + H₂ stretching quantum numbers, we enclosed the potential in a soft box by adding a steep repulsive potential starting at 9 Å. Figure 4 shows plots of the wave function density for the 000, the 010, and the 020 states of the single-surface calculations. Note the trend of the density extends to larger \( S \) distances with higher vibrational excitation.

We found a resonance with the OWVP calculations to correspond to each resonance predicted by the bound-state calculations. A comparison of the OWVP-calculated energies of each resonance with the bound-state predictions is given in Table 4. We made the state assignments as follows. The 000 state must correspond to the resonance in the even-symmetry calculations at the lowest energy, which was 2.030 eV. The resonance at 2.184 eV was the lowest energy resonance in the odd-symmetry calculations. Therefore, this resonance corresponds to the 010 state. The resonance at 2.093 eV could correspond to the excitation of either the H₂ stretch or the Na—H₂ stretch. Since the H₂ stretch has a higher frequency, we assign the 010 state to the resonance at 2.093 eV. The resonances at 2.147, 2.193, 2.232, 2.267, and 2.296 eV show energy spacings consistent with progressive 0n0 excitation. We also note a...
progressive change in the lifetimes and final average quantum numbers for these resonances. We therefore assigned the 020–060 states to them.

The resonance at 2.273 eV could correspond to either the 100 state or the 002 state. The largest coefficient of the bound-state basis functions at this energy is only 0.532, and therefore, making an assignment based on the character of the bound-state wave function is difficult. The dynamical information from the OWVP calculations is more suggestive. The total width for this state is small, and it is similar in size to the width of the resonance at 010. This state is a semibound state with \( \mathrm{H}_2 \) turning on the conical intersection where the conical intersection occurs and, therefore, prolonging its life. Quantum mechanically, we expect the wave function to have a significant part of its density at non-\( \mathrm{C}_2v \) geometries. We assigned the 002 state to the resonance at 2.273 eV for this reason. We expect the resonance corresponding to the 100 state to have a much shorter lifetime, since motion along the \( \mathrm{H}_2 \) vibrational coordinate would tend to bring the system across the conical intersection. The resonance at 2.302 eV is a good candidate by this criteria. Also, the final vibrational moment of the decay products of the resonance at 2.302 eV is larger than the vibrational moments of the other resonances’ decay products. This is consistent with the idea that the wave function describing a semibound state with \( \mathrm{H}_2 \) vibrational excitation will have a large overlap with ground-state basis functions that have high vibrational quantum numbers. On the basis of these dynamical considerations, we assigned the 100 state to the resonance at 2.302 eV.

We note that the difference between the OWVP calculations of \( E_\alpha \) and the bound-state calculations of \( E_\alpha \) is the “shift” of Feshbach theory.\(^{40}\)

![Figure 3](image)

**Figure 3.** Number of transition probabilities that fell into each range of magnitude. The shading indicates the degree of convergence: white indicates convergence to 1%, black dots indicate convergence to 2%, gray indicates convergence to 5%, and solid black indicates convergence worse than 5%.

![Figure 4](image)

**Figure 4.** Plot of the wave-function density of the 000 bound state on the excited adiabatic potential surface. The potential energy contours (solid lines) are shown for 2.0, 2.5, ..., 5.0 eV. The dashed contours represent the wave-function density.

### 4.2. Trajectory Surface Hopping

**4.2.1. Selection of the Initial Conditions.** The initial conditions for the trajectory calculations were chosen to correspond to particular resonance states located by our OWVP calculations. We assigned quasiclassical energies to each mode according to the following scheme:

\[
E_{v_i} = f_i E_{ZPE}
\]

\(^{(23)}\)
Where $E_{ZPE}$ is the quantal zero-point energy, $E(\nu_1,\nu_2,\nu_3)$ is the quantal energy of the $\nu_1\nu_2\nu_3$ state, and $E_{q}$ is the quasiclassical energy in mode $l$. Note that the quantal energies are already calculated from OWVP calculations by the method of section 3. The quantities $f_l E_{ZPE}$ ($l = 1, 2, \text{ or } 3$) are a partition of the zero-point energy into each mode according to the size of the first excitation energy of that mode. Note that this partitioning is somewhat arbitrary and other partitioning methods could be considered; however, we chose this method because it does not depend on any assumptions about the potential (e.g., that it is well approximated by a Morse curve), but it is still formally correct in the ideal case of three totally independent harmonic oscillators.

Once we had partitioned the total energy into each of the three vibrational modes, we partitioned each modal energy into potential energy and kinetic energy components by randomly selecting the vibrational phase of each mode. Since the three potential energy and kinetic energy components $E_l = f_l E_{ZPE}$, we partitioned each modal energy into three vibrational modes, we partitioned each modal energy into oscillators. Correct in the ideal case of three totally independent harmonic wells approximated by a Morse curve), but it is still formally correct in the ideal case of three totally independent harmonic oscillators.

4.2.2. TFS Methods. It is convenient to label the Na atom as A and the H atoms as B and C. Integration is carried out in a six-dimensional coordinate space consisting of the three-vector $S$ from A to the center of mass of BC and the three-vector $s$ from B to C. It is convenient to carry out part of the calculations in mass-weighted coordinates defined by

$$Q = \sqrt{\mu_{ABC}} S$$

$$q = \sqrt{\mu_{BC}} s$$

$$p_Q = p_S / \sqrt{\mu_{ABC}}$$

$$p_q = p_I / \sqrt{\mu_{BC}}$$

where

$$\mu_{ABC} = \frac{m_A (m_B + m_C)}{m_A + m_B + m_C}$$

$$\mu_{BC} = \frac{m_B m_C}{m_B + m_C}$$

Note that we have defined the nonadiabatic coupling vector $d_I(R)$ in eq 1 and the gradient in eq 2 as six vectors in the same mass-scaled coordinate space as $R$.

We define a general unit vector $h$, which is a six-vector, along which the momentum $(p_q)$ of the trajectory is adjusted when hopping to conserve the total energy. We performed TFS calculations with four prescriptions for choosing this direction. Each prescription corresponds to a different version of the TFS method. Two of the vectors we used to adjust the momentum are the previously discussed $d$ and $g$ vectors. The calculation of $d$ and $g$ is summarized in Appendix A. The two new vectors are the rotated-$d$ (rot-$d$) and rotated-$g$ (rot-$g$) vectors, which we describe next.

In the remainder of this discussion, we examine methods for employing rotated vectors for surface hops from a lower energy surface to a higher energy surface (i.e., up hops), which are the only kinds of hops that can suffer from insufficient total energy.
Appendix B shows how to decompose mass-weighted momenta and mass-weighted coordinates. We note that mass does not appear in eq 38 since we are using \( \hat{p} \) along either \( \mathbf{d} \) or \( \mathbf{g} \), and we label this initial vector \( \hat{p}_0 \).

The amount of kinetic energy associated with the momentum along \( \hat{p}_0 \) is given by

\[
T_{\text{hop}}^0 = \frac{1}{2} (\hat{p}_0 \cdot \hat{p}_0)^2
\]

We note that mass does not appear in eq 38 since we are using mass-weighted momenta and mass-weighted coordinates. Appendix B shows how to decompose \( \hat{p}_0 \) into a component \( \hat{p}_{\text{vib}} \) associated with the internal vibrational momentum and a component \( \hat{p}_{\text{rot}} \) associated with the external rotational momentum. By using that decomposition, we rewrite eq 38 as

\[
T_{\text{hop}}^0 = \frac{1}{2} (\hat{p}_{\text{vib}} \cdot \hat{p}_0 + \hat{p}_{\text{rot}} \cdot \hat{p}_0)^2
\]

which reduces to

\[
T_{\text{hop}}^0 = \frac{1}{2} (\hat{p}_{\text{vib}} \cdot \hat{p}_0)^2
\]

since \( \hat{p}_0 \) depends only on the internal coordinates of the system. We define \( \hat{p}_0 \) as the angle between \( \hat{p}_0 \) and \( \hat{p}_{\text{vib}} \) and substitute it into eq 40, giving

\[
T_{\text{hop}}^0 = \frac{1}{2} p_{\text{vib}}^2 \cos^2 \theta_0
\]

Equation 41 is an expression for the kinetic energy that is available for a surface hop as a function of the angle between the initial hopping vector and the internal vibrational momentum. Equation 41 indicates that the largest amount of kinetic energy available for a surface hop is

\[
T_{\text{hop}}^\text{max} = \frac{1}{2} p_{\text{vib}}^2
\]

and that this maximum energy will only be available when the vibrational momentum is parallel to the hopping vector.

We define the adiabatic energy gap \( (E_{\text{gap}}) \) by

\[
E_{\text{gap}}(R) = E_2(R) - E_1(R)
\]

and we note that the total kinetic energy is given by

\[
T = \frac{1}{2} p_R^2
\]

We can then distinguish four possible situations in which up hops may be attempted:

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( E_\alpha ) eV</th>
<th>( \Gamma_\alpha ) meV</th>
<th>( v_i^\alpha )</th>
<th>( v_j^\alpha )</th>
<th>( v_k^\alpha )</th>
<th>( E_\alpha - E_0 ) eV</th>
<th>( \langle v' \rangle )</th>
<th>( \langle j' \rangle )</th>
<th>( E_\alpha ) eV</th>
<th>( E_\alpha - E_0 ) eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.030</td>
<td>1.442</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.000</td>
<td>0.82</td>
<td>8.34</td>
<td>2.030</td>
<td>0.000</td>
</tr>
<tr>
<td>1</td>
<td>2.093</td>
<td>1.279</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.063</td>
<td>0.74</td>
<td>7.69</td>
<td>2.094</td>
<td>0.064</td>
</tr>
<tr>
<td>2</td>
<td>2.147</td>
<td>1.385</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0.117</td>
<td>0.84</td>
<td>7.25</td>
<td>2.148</td>
<td>0.118</td>
</tr>
<tr>
<td>3</td>
<td>2.184</td>
<td>0.608</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.154</td>
<td>1.85</td>
<td>5.67</td>
<td>2.184</td>
<td>0.154</td>
</tr>
<tr>
<td>4</td>
<td>2.193</td>
<td>1.222</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0.163</td>
<td>1.09</td>
<td>5.67</td>
<td>2.194</td>
<td>0.164</td>
</tr>
<tr>
<td>5</td>
<td>2.232</td>
<td>1.116</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0.202</td>
<td>1.20</td>
<td>4.85</td>
<td>2.233</td>
<td>0.203</td>
</tr>
<tr>
<td>6</td>
<td>2.267</td>
<td>1.020</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0.237</td>
<td>1.30</td>
<td>4.32</td>
<td>2.268</td>
<td>0.238</td>
</tr>
<tr>
<td>7</td>
<td>2.273</td>
<td>0.522</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.243</td>
<td>1.35</td>
<td>8.82</td>
<td>2.273</td>
<td>0.243</td>
</tr>
<tr>
<td>8</td>
<td>2.296</td>
<td>0.848</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0.266</td>
<td>1.34</td>
<td>3.73</td>
<td>2.297</td>
<td>0.267</td>
</tr>
<tr>
<td>9</td>
<td>2.302</td>
<td>2.871</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.272</td>
<td>2.41</td>
<td>2.98</td>
<td>2.304</td>
<td>0.274</td>
</tr>
</tbody>
</table>
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\[ E_{\text{gap}}(R) \leq T_{\text{hop}}^0 \] (45)

\[ T_{\text{hop}}^0 < E_{\text{gap}}(R) \leq T_{\text{hop}}^{\text{max}} \] (46)

\[ T_{\text{hop}}^{\text{max}} < E_{\text{gap}}(R) \leq T \] (47)

\[ T < E_{\text{gap}}(R) \] (48)

Case I corresponds to an allowed hop, case II to a momentum-forbidden hop, case III to an angular-momentum-forbidden hop, and case IV to an energy-forbidden hop. The rotated-vector method is concerned only with case II. In the rotated-vector method, we generalize eq 41 by allowing the hopping vector to be perturbed by an angle \( \theta_{\text{rot}} \) so that the available kinetic energy is equal to the energy gap

\[ \Delta E_{\text{gap}} = \frac{1}{2} p_{\text{vib}}^2 \cos^2 (\theta_0 - \theta_{\text{rot}}) \] (49)

It can be shown that this perturbed (rotated) vector is given in terms of \( \hat{p}_0 \) and \( \hat{p}_{\text{vib}} \) by

\[ \hat{p} = \frac{\sin(\theta_0 - \theta_{\text{rot}})}{\sin \theta_0} \hat{p}_0 + \frac{\sin \theta_{\text{rot}}}{\sin \theta_0} \hat{p}_{\text{vib}} \] (50)

A value of \( \theta_{\text{rot}} \) equal to zero describes a vector identical to \( \hat{p}_0 \), while a value of \( \theta_{\text{rot}} \) equal to \( \theta_0 \) describes a vector parallel to \( \hat{p}_{\text{vib}} \). Note that \( \theta_{\text{rot}} \) can be negative; a value of \( \theta_{\text{rot}} \) equal to \( \theta_0 - \pi \) describes a vector that points in the direction of \( -\hat{p}_{\text{vib}} \). We choose the smallest absolute value of \( \theta_{\text{rot}} \) that satisfies eq 49. Note that changing the momentum along the vector \( \hat{p} \) conserves the total angular momentum, since \( \hat{p}_{\text{vib}} \) and the momentum along \( \hat{p}_0 \) have no angular momentum components. If, however, eqs 49 and 50 were derived with \( \hat{p}_0 \) instead of with \( \hat{p}_{\text{vib}} \), then the resulting rotated hopping vector would have a component along \( \hat{p}_{\text{rot}} \), and changing the momentum along this rotated hopping vector would not conserve the total angular momentum.

### 4.2.3 Integration Scheme

Each integration step requires the integration of 21 coupled equations. These include the set of 12 Hamilton equations of motion for a 3-body system in Jacobi coordinates, the real and imaginary parts of the probability amplitudes for both potential energy surfaces, the action integral of each surface, and 3 more equations that required our implementation of the TFS method; these last 3 equations are discussed below.

The probability of a surface hop was calculated after each integration step. The calculation of the hopping probabilities will be discussed later in this section. If this probability was greater than a random number chosen in the interval [0,1], we checked to see whether we were in case I, II, III, or IV of the
previous section. If we were in case I, then a hop occurred and the kinetic energy was adjusted along the hopping vector \( \mathbf{h} \). If we were in case II and the rot-\( \mathbf{d} \) or the rot-\( \mathbf{g} \) prescription was being used, then a hop occurred and the kinetic energy was adjusted along \( \mathbf{h} \). If we were in case II and the \( \mathbf{d} \) or the \( \mathbf{g} \) prescription was being used, then no hop occurred and the component of momentum along \( \mathbf{h} \) was reversed. If we were in case III or in case IV, a hop did not occur. In case III, the momentum along \( \mathbf{h} \) was reversed, while in case IV no change to the momentum was made. Our motivation for treating trajectories that attempt linear and angular momentum prohibited hops differently from trajectories that attempt energy-prohibited hops is that the former may be thought of as reflecting off a step in the potential surface that they encounter as they hop up,\(^{3,10} \) while the latter lack the energy to make a transition. After a successful hop, we took an additional integration step before again checking for a hop.

In our calculations, we used a Bulirsch–Stoer (BS) integrator\(^{41} \) with polynomial extrapolation, as in earlier work.\(^{17} \) In order to make the following discussion clearer, we briefly describe this integrator. The BS integrator takes a large step of size \( H \) that is composed of many smaller modified midpoint\(^{41} \) steps. The BS integrator first steps through the interval \( H \) with the modified midpoint integrator using a fixed step size of \( H/2 \). We label the result of this calculation \( f_2 \). The BS integrator then steps through the interval \( H \) again using a fixed step size of \( H/4 \); we label the result of this calculation \( f_3 \). The quantities \( f_2 \) and \( f_3 \) are fit to a polynomial as a function of step size, and the value of the polynomial at zero step size is labeled \( g_1 \). This is the BS integrator’s first estimate of the integrated equation. To calculate the error in \( g_1 \), the interval \( H \) is divided into six steps; the result of this calculation is labeled \( f_4 \). The quantities \( f_2, f_3, \) and \( f_4 \) are again fit to a polynomial as a function of step size, and the value of this new polynomial at zero step size is labeled \( g_2 \). If the difference between \( g_2 \) and \( g_1 \) is smaller than the tolerance parameter \( \epsilon_{\text{BS}} \), then the integrator takes \( g_2 \) as its final value and it proceeds to the next step. Otherwise, the integrator continues dividing \( H \) into smaller and smaller segments, fitting these results to polynomials and extrapolating to zero step size. Should the difference between estimates \( g_1 \) and \( g_2 \) be greater than \( \epsilon_{\text{BS}} \), the integrator decides that \( H \) is too large and it starts again with a smaller interval, \( H/2 \). Should a value of \( H/2 \) ever become smaller than an input parameter, \( h_{\text{min}} \), then the interval is simply taken with the modified midpoint integrator in two steps. Note that the criteria for accepting a step depends upon the difference between subsequent values of \( g_i \) and \( g_j \), differing by less than \( \epsilon_{\text{BS}} \) for all of the equations being integrated. Thus, if a particular equation is difficult to integrate, all of the remaining equations will be integrated with smaller step sizes.

The Bulirsch–Stoer integrator proved to be very accurate. We generally obtained energy conservation to within \( 10^{-9} \) eV, and we obtained angular momentum conservation to within \( 10^{-9} \hbar \) at a tolerance of \( 5 \times 10^{-13} \). Note that \( \epsilon_{\text{BS}} \) is given in the same units as the quantity being integrated, i.e., \( \epsilon_{\text{BS}} \) has units of \( \hbar/\Delta \) for the integration of coordinates, and it has units of \( \hbar/\Delta \) for the integration of momenta. At a larger tolerance of \( 10^{-9} \), we obtained energy and angular momentum conservation to within \( 10^{-9} \) eV and \( 10^{-7} \hbar \), respectively. Despite this, we had difficulty converging the final average vibrational and rotational quantum numbers with respect to \( \epsilon_{\text{BS}} \). Figures 7 and 8 show these values for calculations at \( 2.030 \) eV using the TFS-\( \mathbf{d} \) method as a function of \( \epsilon_{\text{BS}} \). Notice that the average vibrational quantum number as calculated by method I steadily increases with decreasing tolerance, while the average rotational quantum number as calculated by method I decreases with decreasing tolerance (method II is a more accurate integration method which will be discussed below). A clue to this behavior was found in a plot of the average time of the first hop, which is shown in Figure 9. Note that trajectories hop earlier as the tolerance is decreased. The energy and angular momentum are still converged to a small degree in these calculations. This suggests that the lack of stability of \( \langle \alpha' \rangle \) and \( \langle \gamma' \rangle \) is not an integrator error but that it is an error in the method used to calculate surface hopping probabilities.

The method we first attempted to use to calculate surface hopping probabilities is the implementation of the TFS method recommended for large time steps.\(^{42} \)
where \( g_{kj} \) is the probability of a surface transition from state \( k \) to state \( j \), \( \Delta t \) is an interval of time, \( a_{ik}(t) \) is the probability of being in state \( k \) at time \( t \), and

\[
b_{kj}(t) = -2 \Re(a^\ast_{kj} \dot{R} \cdot d_{kj})
\]

(52)

where \( a_{kj} \) is the electronic coherence between states \( j \) and \( k \). Note that we follow Tully’s original method and never reset the electronic coherence during the calculation of a trajectory. For a two-state system,

\[
b_{12}(t) = \dot{a}_{11}(t)
\]

(53)

and

\[
b_{21}(t) = \dot{a}_{22}(t)
\]

(54)

and the hopping probabilities become

\[
g_{21} = \frac{a_{22}(t) - a_{22}(t + \Delta t)}{a_{22}(t)}
\]

(55)

and

\[
g_{12} = \frac{a_{11}(t) - a_{11}(t + \Delta t)}{a_{11}(t)}
\]

(56)

Note that only one of \( g_{21} \) or \( g_{12} \) can be positive; the negative valued hopping probability is set to zero.

The TFS method requires small steps, since it is based on the time derivative of the electronic state probabilities. The BS integrator, however, is designed to take large steps. There is thus a mismatch between these two components. Figure 10 shows a plot of the function \( a_{22}(t) \) calculated in two different ways. The open circles represent steps taken during the course of integrating \( b_{21}(t) \) with the BS integrator described above. This is called method I. The solid lines are drawn to connect the circles. The pluses represent the results of integrating \( b_{12}(t) \) in a fashion that required it to take small steps near extrema in \( a_{22}(t) \) (zeros in \( b_{21}(t) \)). This method will be discussed below, and it is called method II. The dashed lines are drawn to connect the pluses in Figure 10. Note that the two methods agree; the locations of the open circles always occur on the dashed lines. The difference is that method I is able to accurately take larger steps. This allows it to partially bypass the peaks and valleys in the electronic probabilities. These extrema are probably well-approximated by second-order polynomials, which the modified midpoint integrator can integrate exactly. It can thus cross the peaks without reducing the interval \( H \). This is an efficient method of integration, but it results in an incorrect calculation of the hopping probability. Consider the interval labeled by \( a \) and \( b \) in Figure 10. According to eq 55, the probability of hopping from surface 2 to surface 1 with method I over the interval \( ab \) is \((0.998 \times 10^{-5} \times 0.998 \times 10^{-5}) = 6.0 \times 10^{-5}\). On the other hand, if we integrate the trajectory with method II, the integrator must first step to a point \( b' \), for example. The probability of hopping is different. The probability for hopping over the interval \( ab' \) is \((0.998 \times 10^{-5} \times 0.997 \times 89) = 6.5 \times 10^{-4}\), and the probability of hopping over the interval \( b'b \) is zero. These calculations differ by an order of magnitude. Note that the hopping probability calculated by method I is smaller than the probability calculated by method II; the effect of integrating through the peaks and the valleys with method I is to smooth the changes in the electronic probabilities, which reduces the calculated hopping probabilities. We should point out that the TFS method is formally independent of step size. In the example given above, the state populations at time \( b \) for both methods should be identical, since in method II some of the trajectories on the lower surface that hopped down in the interval \( ab' \) should hop back up in the interval \( b'b \). In actuality, trajectories on the lower electronic surface need not follow the same paths that trajectories on the excited surface do, and in the present example, trajectories that reach the lower surface tend to rapidly dissociate instead of remaining in the interaction region and hopping back up.

In a typical system, this small error in the calculation of the hopping probabilities would not tend to result in a systematic error in the final trajectory attributes. However, in the current system, there are two characteristics that exacerbate this error. First, the nonadiabatic coupling vector is never large, so the electronic probabilities change by only a small amount during the trajectories lives. For example, in calculations with the TFS-d method at 2.030 eV, the average probability for being on the upper surface at the end of a trajectory was 0.91. Second, the energy of the trajectory in the 000 and 010 states is insufficient to allow it to dissociate on the upper electronic surface. In order to dissociate, trajectories in these states must quench. These trajectories typically spent a long time in the exciplex before hopping. For example, using the TFS-d method at 2.030 eV, the lifetime of the trajectories was 0.59 ps, while the total integration time was 0.90 ps. These long times combined with small probability changes seem to make the trajectories more sensitive to small errors in the hopping probability.

Decreasing \( \epsilon_{BS} \) makes the peaks slightly less well-approximated by a second-order function, so the integrator cannot take as large a step through it. This reduces the error in the hopping probabilities, and it explains the trends of the final trajectory attributes with \( \epsilon_{BS} \) as shown in Figures 7–9. Ultimately, decreasing the tolerance should result in converged final quantities. This brute force method is unattractive for several reasons. First, this is an indirect method for obtaining convergence of the hopping probabilities. The trajectories converge slowly with respect to \( \epsilon_{BS} \), as evidenced in Figures 7–9. The computational effort required to converge these quantities with respect to \( \epsilon_{BS} \) is very large. We reiterate that the accuracy of the integrator is not an issue here; the error in
the hopping probability occurs between successive integration steps. Second, decreasing the tolerance means that the integrator must integrate all of the remaining equations more accurately. This could force the integrator to use small step sizes even in regions where $b_{2j}(t)$ is not changing rapidly. Finally, it should be mentioned that the error in the calculation of the hopping probability is not limited to the BS integrator but that this error will occur in any high-order adaptive step size integrator. Since these integrators in general will have different criteria for adjusting their step sizes, it is important to find a general method that is widely applicable.

A subtle alternative is to prohibit the integrator from stepping over peaks and valleys in the electronic probabilities. We accomplished this by dividing the quantity $b_{jk}(t)$ in eq 51 into positive and negative components and then integrating them separately:

$$b_{jk}^+(t) = \max[b_{jk}(t),0] \tag{57}$$

$$b_{jk}^-(t) = \min[b_{jk}(t),0] \tag{58}$$

$$\delta_{ij} = \frac{\int_0^{\epsilon + \Delta} dt b_{jk}^+(t) + \int_{t}^{\epsilon + \Delta} dt b_{jk}^-(t)}{a_{jk}(t)} \tag{59}$$

This is called method II. The integral over $b_{jk}^+(t)$ in eq 59 is a function that either increases with time or remains constant with time, but it never decreases with time. Similarly, the integral over $b_{jk}^-(t)$ in eq 59 is a function that never increases with time. Thus, neither peaks nor valleys appear in either of the integrals in eq 59. The functions $b_{jk}^+(t)$ and $b_{jk}^-(t)$ are continuous everywhere, but all of their derivatives are discontinuous when $b_{jk}(t)$ equals zero. The BS integrator has difficulty in its extrapolation step when it crosses this point. Consequently, it reduces the step size in this region, as is evidenced by the clustering of points near the extrema in Figure 10. The improved convergence obtained with this method is illustrated in Figures 7–9 by dotted lines. We note that any other high-order adaptive step size integrator will also have difficulties stepping through points where $b_{jk}(t)$ is zero, and therefore, eqs 57–59 are generally applicable.

We should point out that although it may be more straightforward to converge fixed-step integrators with respect to step size than to converge variable step size integrators, we have found that the current system requires very small fixed step sizes and that the BS integrator with the adaptive step size control is more efficient. For systems with larger changes in $b_{jk}(t)$, the adaptive step size modification is unnecessary, and it is clear that in this case variable step size integrators will be even more efficient. Apart from efficiency issues, an important aspect of the adaptive step size control described above is that it frees the TFS method from integrator dependence, even for systems with small hopping probabilities.

For our final calculations, we used values of $\epsilon_{BS}$ equal to $5 \times 10^{-13}$ and $h_{min}$ equal to $4 \times 10^{-4} \ a_0$. Twenty-eight percent of all the trajectories at all energies took steps smaller than $h_{min}$ with the TFS-d method. These trajectories took an average of 1.6 modified midpoint steps.

In addition to converging the final trajectory attributes with respect to the numerical parameters $\epsilon_{BS}$ and $h_{min}$, we converged them with respect to the number of trajectories we calculated. We calculated the statistical error by performing 10 000 trajectory calculations at each energy and with each of the 4 trajectory methods. We then randomly divided each group of 10 000 trajectories into 4 sets of 5000 trajectories (by considering the first 5000, the second 5000, the odd 5000, and the even 5000), and we calculated the standard deviation from the mean for the average final vibrational and rotational quantum numbers and for the lifetimes for each of the 4 groups. Table 5 presents the standard deviation averaged over all seven energies for each method. This table implies that 10 000 trajectories is sufficient for meaningful results.

We also checked the convergence of $\langle \nu \rangle$, $\langle j' \rangle$, and $\tau$ with respect to the final separation between Na and H$_2$ when we stopped integrating the trajectory. Na and H$_2$ must have a separation large enough that there are no interactions between them in order for the final state analysis to be correct. To test that this criterion was being satisfied, we performed a set of 10 000 trajectories with the TFS-d method at 2.03 eV, and we ended the integration at separations of 10, 15, and 20 Å. Neither $\langle \nu \rangle$, $\langle j' \rangle$, nor $\tau$ showed dependence on this parameter. For our final calculations, we ended the integration when the final separation was larger than 15 Å.

All of our TSH calculations were carried out in the adiabatic representation, as recommended by Tully. 15,16

5. Results

We calculated the accurate quantum mechanical probabilities for an H$_2$ molecule in the $\nu = 0$, $j = 10$ state and in the $\nu = 0$, $j = 2$ state to collide with Na(3s) and experience a transition to any $\nu = 2$ state as a function of energy. This is shown in Figure 11. Note the appearance of resonances corresponding to the formation of NaH$_2$ exciplexes.

For the TFS methods, the histogram method, linear smooth sampling (LSS) method, and quadratic smooth sampling (QSS) method were used to assign final vibrational and rotational states. We found that the differences between these three methods were negligible, and therefore, we present only the histogram results.

In all of the semiclassical calculations, we only included trajectories that finished on the lower surface. All seven of the energies we studied are lower than the zero-point energy of Na(3p) + H$_2$(0,0). However, since we do not enforce the zero-point energy, five of the trajectory calculations (those beginning...
in the 020–060 states) produce products on the excited potential energy surface. We neglect trajectories that do not quench, since we are interested in comparing our results to quantum mechanical calculations, which of course cannot dissociate on the upper surface. Figure 12 illustrates the quenching probability as a function of energy.

After assigning probabilities for final states with integral quantum numbers to all trajectories, we used these probabilities to calculate the final average vibrational and rotational quantum numbers for the product \( \text{H}_2 (\nu', j') \) for each batch of trajectories. These averages are defined in eqs 20 and 21. Figures 13 and 14 show plots of \( \langle \nu' \rangle \) and \( \langle j' \rangle \), respectively, for all four semiclassical methods and compares them to the accurate quantum mechanical calculations. We also calculated the average final relative energy of the products for each batch of trajectories. Figure 15 shows the average final relative energy of the products for each of the semiclassical calculations.

We obtained the lifetimes of the resonances from our quantum mechanical calculations according to eq 22. In order to obtain the corresponding quantities from our TSH calculations, we first calculated the delay time\(^48\) for each trajectory, which is a measure of the amount of time two particles interact with each other. Let \( T(\rho', E) \) be the amount of time it takes for an exciplex with energy \( E \) to decay into products \( \text{Na}(3s) + \text{H}_2 (\nu', j') \) moving at a final relative velocity of \( v'_{\text{rel}} \) to reach a separation \( \rho' \). The quantity \( \rho'/v'_{\text{rel}} \) is approximately the time it would have taken two noninteracting particles to travel the same distance. The difference of these two times, in the limit of infinite separation, is the delay time:

\[
t_d(\rho', E) = \lim_{\rho' \to \infty} [T(\rho', E) - \rho'/v'_{\text{rel}}]
\]  

This definition is different than in earlier work\(^9,17,49\) in that the initial velocity and distance is not present in the limit in eq 59. This is because we are performing calculations for a unimolecular decay reaction rather than for a bimolecular collision.

In order to determine the lifetimes of the semiclassical unimolecular decay states, we plotted the number of undecayed exciplexes versus the delay time on a semi-log plot. This plot shows noise for large delay times because there are only a few undecayed exciplexes remaining. For small delay times, the decay is not expected to be statistical. Therefore, we fit the center third of the distribution to a straight line as a function of the delay time. The negative inverse of the slope of this line gives \( \tau \), the lifetime of the exciplex. We note that this definition of the lifetime is the appropriate one for comparison to the lifetime given by eq 22; it can be shown that \( \tau \) is the mean lifetime for exponential decay.\(^34\) Figure 16 shows the semiclassical mean lifetimes and compares them to the calculated quantum mechanical lifetimes.

Table 6 presents the overall root-mean-square (RMS) errors for the four semiclassical methods for each of the four quantities we calculated: the average final vibrational and rotational quantum numbers, the mean lifetimes, and the final average relative energies. The absolute RMS error is defined as

\[
\text{Err}_{\text{abs}} = \sqrt{\langle (\text{error})^2 \rangle}
\]

and the relative RMS error is defined as

\[
\text{Err}_{\text{rel}} = \sqrt{\frac{\langle (\text{error})^2 \rangle}{\langle (\text{accurate quantum mechanical value})^2 \rangle}}
\]
We examined the hopping events of the semiclassical methods in more detail in order to describe trends that appear in the final product distributions as the energy is increased. Figure 17 illustrates the average locations of hops for the TFS-d method and the TFS-g method. Figure 18 illustrates the distribution of energy changes in the three vibrational modes at the time of hopping for the TFS-d and TFS-g methods at 2.030 eV. Figure 19 illustrates the \( \hat{w} \) and \( \hat{y} \) components of \( d \) and \( g \) (defined in Appendix B) versus energy. At each energy, these components were calculated at \( S \) and \( s \) values corresponding to the average hopping location. For this plot, \( \chi \) was chosen to be equal to 80°, since the vector \( d \) is undefined when \( \chi \) equals 90°. Figure 20 shows a plot of the average energy gap during a hop; Figure 21 shows a plot of the average kinetic energy at the time of a hop.

We also examined the rotated method in detail. In particular, we are interested in how the rotated vector methods differ from their nonrotated counterparts. Figure 22 shows the percentage of trajectories that experienced one or more rotations of the hopping vector. Figure 23 shows the average angle the hopping vector needed to be rotated in order to allow a hop.

### 6. Discussion

The semiclassical methods will be unable to predict the characteristic resonance behavior illustrated, for example, in Figure 11. Presumably, semiclassical predictions of these collisional transition probabilities would be a smoothly changing function of energy that would be an average of the resonant behavior shown in Figure 11. However, Figure 11 illustrates that at certain energies Na(3s) and H2(\(v,j\)) may form quasi-bound exciplexes that serve to redistribute energy between vibration and rotation. With this interpretation of the resonance behavior, we model the decay of the exciplexes directly by beginning the semiclassical calculations in the intermediate quasi-bound states. In a sense, we bypass the purely quantum aspect of these resonances, which is that these exciplex states are quantized and are only formed at particular energies. We ask three questions of these trajectory calculations. First, which method does the best at describing the quantum mechanics calculations? Second, when the TFS-d and TFS-g methods differ substantially, why do they differ? Third, what effect does the rotation of the hopping vector have on final trajectory quantities?

Examination of Figures 13 and 14 shows that the TFS-d and rotated TFS-d methods do better than the TFS-g and rotated TFS-g methods do at describing the trend of \( \langle V' \rangle \) and \( \langle j' \rangle \) with respect to \( S \) and \( s \) values.
the total energy. The TFS-g and rotated TFS-g methods give final average quantum numbers that are nearly independent of energy.

All of the semiclassical methods correctly describe the trend of the quantum mechanical relative energies to increase with increasing total energy (Figure 15). The TFS-g method has the smallest error, and the TFS-d method is slightly higher than this. The rotated methods both show a decreased amount of average final relative energy than their nonrotated counterparts.

None of the TFS methods show the same trend of the lifetime to increase as a function of energy as the quantum methods. This is probably related to the zero-point energy of the Na(3p) + H₂(0,0) channel, which opens at 2.373 eV. The classical methods do not enforce zero-point energy, so above 2.104 eV, where the classical Na(3p) + H₂ asymptote becomes energetically accessible, some trajectories dissociate on the upper surface rather than hop. The incorrect trend of τ with energy is also related to the hopping probabilities, which tend to be very small. Trajectories are more likely to dissociate on the upper surface long before a hop occurs, if energy permits. It can be seen in Figure 12 that only a small fraction of the trajectories quench at high energies. If zero-point energies were enforced, however, higher energy trajectories would be prevented from dissociating, and they would hop down after oscillating on the upper surface for some time. These trajectories would then add their longer decay times to the population, and the calculated mean lifetimes should increase. We have not tested this prediction.

For the 000 and 010 states, however, zero-point-energy conservation does not have such a pronounced effect. If we consider only these two states, it is clear that the rotated methods predict a lifetime that is too high.

Table 6 summarizes the absolute errors of the semiclassical methods and their ability to reproduce the trends that the quantum mechanical calculations show. All of the methods reproduce the trend of the average final relative energy to increase with increasing total energy. The TFS-g method has the lowest error in the calculation of the average final relative energy, but the error of the TFS-d method is only slightly larger. The TFS-d and rotated TFS-d methods are the only methods that correctly describe the trends of the average vibrational and rotational quantum numbers with energy. The absolute errors of these two methods for the final vibrational quantum numbers
are comparable, but the TFS-d method has a much smaller error in the average final rotational quantum number. None of the methods reproduces the trend of the final lifetime, and all of the errors are roughly comparable. For these reasons, we believe that the nonrotated TFS-d method is the best method for this system.

An examination of the hopping events may indicate how the differences in the final products result. In Figure 17, we can see that as energy is increased, both the TFS-g and TFS-d methods show similar changes in the average hopping location. This similarity indicates that the hopping location alone is not sufficient to account for the different dynamics observed with each method.

The difference in the final product distribution can be understood by examining the changes in momentum during the hopping event. In Figure 15, we see that the d vector tends to have the largest component along \( \hat{w} \), while the g vector has the largest component along \( \hat{y} \). This explains why the TFS-g method and the rotated TFS-g method show a much higher \( \langle \phi \rangle \) and a much lower \( \langle \dot{\phi} \rangle \) than the TFS-d method and the rotated TFS-d method do. Neither the TFS-d method nor the TFS-g method shows much change in energy along \( \hat{y} \).

The trends of \( \langle \dot{\phi} \rangle \) and \( \langle \phi \rangle \) with energy shown in Figures 13 and 14 are likely caused by a change in the orientation of the d and g vectors with geometry. This is illustrated in Figure 19. Note that the largest component of the d vector lies along \( \hat{w} \) and that this component becomes smaller as the energy increases. This correctly describes the trend illustrated by the TFS-d calculations in Figure 14, which shows that the average rotational quantum number decreases as the energy increases. The component of the d vector along \( \hat{y} \), on the other hand, increases. This agrees with the trend of the TFS-d method shown in Figure 12, which shows that the average vibrational quantum number increases as the energy decreases. The components of the g vector remain relatively independent of energy, which agrees with the trends of the TFS-g method illustrated in Figures 13 and 14. It thus appears that in this system, the final energy distributions are determined by the orientation of the hopping vectors at the moment of hopping.

This suggests that the redistribution of internal energy by the exciplex is negligible by comparison. One might wonder, for example, whether trajectories that spent a longer amount of time in the exciplex prior to hopping systematically accumulated energy in any particular vibrational mode. We investigated this possibility by dividing our batches of 10 000 trajectories into 3 groups according to the time of their first surface hop. We calculated \( \langle \dot{\phi} \rangle \) and \( \langle \phi \rangle \) for each group, and we discovered that there was no correlation between how long trajectories spent in the exciplex prior to the first hop and the final energy distribution. The large average energy gap at the moment of hopping is probably the reason for this. As seen in Figures 20 and 21, the average energy gap is about 1.0 eV, while the amount of kinetic energy prior to a hop is only about 0.25 eV. Tully has suggested that the ratio of these two energies is an indication of how accurate TSH methods might be.\(^{50}\) In this situation, it seems to indicate how sensitive the final products will be to the method used to adjust the momentum during the hopping event. Other systems with smaller average energy gaps may show less dependence on the choice of vector used to adjust the momentum at the moment of hopping. Thus, in earlier studies,\(^{3,10}\) it is possible that the d vector and the g vector pointed in different directions but that the small energy gap at hopping events made this difference negligible.

The rotated vector methods show many systematic differences from the nonrotated methods. For example, the rotated TFS-d method predicts a systemic increase in \( \langle \dot{\phi} \rangle \) from the nonrotated TFS-d prediction, while the rotated TFS-g method predicts a systematic decrease in \( \langle \phi \rangle \) and an increase in \( \langle \dot{\phi} \rangle \) from the nonrotated TFS-g prediction. The rotated methods also seem to shift the final average relative energy to lower values. We can understand these trends in terms of Figure 18. For example, if a rotated TFS-d trajectory hops to a lower energy surface, roughly 1.0 eV of the potential energy is converted into kinetic energy in the rotational coordinate, according to Figure 18. If, at a later time, this trajectory attempts a hop with insufficient momentum along d, this probably indicates that the energy which had recently been deposited in the rotational mode has become partitioned into mostly potential energy. By rotating the d vector, we allow the kinetic energy in other modes to be used to hop up. At a later time, the trajectory will again hop down and more kinetic energy will be added into the rotational mode. Thus, rotating the hopping vector has the effect of taking energy out of modes that are not associated with the nonrotated hopping vector and adding that energy into modes that are associated with the nonrotated hopping vector. In Figures 13 and 14, we see that the rotated TFS-g method has added energy into the vibrational mode and removed it from the rotational mode. The rotated TFS-d method, on the other hand, has added energy to the rotational mode and removed it from the translational coordinate, as can be seen in Figures 13 and 15. We can see in Figures 22 and 23 that a larger number of trajectories experience momentum prohibited hops in this system and also that the d or g vector is rotated by a fairly large angle when these hops occur. The strong effect that rotation has in this system is probably related to the large energy gap during hopping events.

The rotated vector methods also show systematic trends that seem less dependent on the choice of hopping vector. The increase in the mean lifetime and the decrease in quenching probability over the nonrotated methods are two examples. In both cases, the effects stem from the small hopping probabilities in the current system. The lifetime is increased because trajectories that hop back to the excited surface will spend a long time trapped in the exciplex before hopping again. At higher energies, trajectories that hop back up are more likely to dissociate on the excited surface rather than hop back down, and as a result, the quenching probabilities decrease.

These effects are likely to worsen if energetically forbidden surface hops are allowed to occur. In the TFS-d calculations at 2.032 eV, for example, 85% of the trajectories experienced at least one energy-prohibited hop, and the average number of energy-prohibited hops was 3.8. On the other hand, only 32% of the trajectories experienced at least one momentum-prohibited hop, and the average number of momentum prohibited hops was 1.3. Correcting the energy problem might drastically increase the lifetime at low energies and decrease the quenching probability at higher energies. In these cases, it is possible that hops should not have occurred in the first place. It could be a shortcoming in the quantum path equations that the electronic probabilities change in regions where hops cannot occur. This may suggest a strategy of building the energy criteria and the momentum criteria into the quantum path equations themselves, instead of devising methods to correct hopping failures.

As a final note, we reiterate the features in this system that make accurate semiclassical calculations difficult. The electronic probabilities change by a very small amount over the life of the trajectories. Thus, the hopping probability at each integration
step is very small and is more sensitive to errors. Second, the low-energy trajectories spend a long time in the exciplex before dissociating, causing these errors in the hopping probability to accumulate. Third, zero-point energy is not conserved, and higher energy trajectories can dissociate without quenching on the upper surface. Finally, the final products seem to be very sensitive to the direction that the hopping vector points, due to the large energy gap in this system. Despite these difficulties, the semiclassical calculations show qualitative agreement with quantum mechanical calculations.

7. Concluding Remarks

We have presented quantum mechanical scattering calculations at energies associated with \( \text{NaH}_2 \) exciplex resonance states. These calculations provide the total and partial widths of the resonances, and they allow the determination of their lifetimes and of the final average rotational and vibrational numbers of the products of decay. We have used trends in the energy spacings, lifetimes, and product-state distributions to assign the resonances. We compared these results with trajectory surface hopping calculations employing Tully’s fewest switches algorithm with four different directions for adjusting the momentum at the time of a hop (this direction is called the hopping vector). The TFS-d method (which uses the prescription originally suggested by Preston and Tully) and the TFS-g method (which uses the prescription originally suggested by Blais and Truhlar) give very different results. The two other methods, TFS rotated-d and TFS rotated-g, are new in this paper. It is shown that the TFS-d and the rotated TFS-d methods describe the trends in \( \langle \psi \rangle \) and \( \langle \phi \rangle \) with energy much better than the TFS-g or rotated TFS-g methods do. None of the four methods correctly describes the trend of the lifetimes with energy. The rotated-vector methods show several systematic changes in the computed final quantities from their nonrotated counterparts, and rotation of the hopping vector has a strong effect on the energy distributions. Nevertheless, although rotation provides a solution to the coupled nuclear-electronic dynamics that preserves the self-consistency of the ensemble averages better than not rotating, it does not systematically improve the calculated values of physical observables. In fact, the strong systematic changes caused by rotation tend to increase the average errors, and therefore we believe the nonrotated TFS-d method is the best method for the present system. This is the first time we have found a system where the results of choosing the \( \mathbf{d} \) and \( \mathbf{g} \) directions of the hopping vector are different. Hence, this provides the first numerical evidence that either method is superior to the other.

We have also presented an adaptive integration scheme for the TFS method that allows hopping probabilities to be calculated more accurately. This adaptive integrator is essential for systems like the present one, which has very small changes in the electronic probabilities.
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Appendix A

This appendix summarizes the numerical methods used to calculate \( \mathbf{d}_{12}(\mathbf{R}) \) and \( \mathbf{g}_{12}(\mathbf{R}) \). In the calculation of both of these vectors, only the diabatic potential matrix elements \( U_{11}(\mathbf{R}) \), \( U_{12}(\mathbf{R}) \), and \( U_{22}(\mathbf{R}) \) and their gradients are required.

We calculate the nonadiabatic vector between two adiabatic states \( \phi^J_j(\mathbf{x},\mathbf{R}) \) and \( \phi^J_i(\mathbf{x},\mathbf{R}) \) with the Hellmann–Feynman expression

\[
\nabla_R \langle \phi^J_i(\mathbf{x},\mathbf{R}) | H^J(\mathbf{x},\mathbf{R}) | \phi^J_j(\mathbf{x},\mathbf{R}) \rangle = \langle \phi^J_i(\mathbf{x},\mathbf{R}) | \nabla_R H^J(\mathbf{x},\mathbf{R}) | \phi^J_j(\mathbf{x},\mathbf{R}) \rangle
\]

which gives

\[
d_{12}(\mathbf{R}) = \frac{\langle \phi^J_j(\mathbf{x},\mathbf{R}) | \nabla_R [H^J(\mathbf{x},\mathbf{R}) | \phi^J_i(\mathbf{x},\mathbf{R})] \rangle}{E_i(\mathbf{R}) - E_j(\mathbf{R})}
\]

where \( H^J(\mathbf{x},\mathbf{R}) \) is the electronic Hamiltonian and the adiabatic energies \( E_i(\mathbf{R}) \) and \( E_j(\mathbf{R}) \) are given by

\[
E_i(\mathbf{R}) = \bar{U}(\mathbf{R}) - \sqrt{\Delta U(\mathbf{R})^2 + U_{12}^2(\mathbf{R})}
\]

\[
E_j(\mathbf{R}) = \bar{U}(\mathbf{R}) + \sqrt{\Delta U(\mathbf{R})^2 + U_{12}^2(\mathbf{R})}
\]

where

\[
\bar{U}(\mathbf{R}) = \frac{1}{2} (U_{22}(\mathbf{R}) + U_{11}(\mathbf{R}))
\]

\[
\Delta U(\mathbf{R}) = \frac{1}{2} (U_{22}(\mathbf{R}) - U_{11}(\mathbf{R}))
\]

We expand the adiabatic wave functions in a diabatic basis

\[
\phi^J_i(\mathbf{x},\mathbf{R}) = c_{11}(\mathbf{R}) \phi^J_{11}(\mathbf{x}) + c_{12}(\mathbf{R}) \phi^J_{12}(\mathbf{x})
\]

\[
\phi^J_j(\mathbf{x},\mathbf{R}) = c_{21}(\mathbf{R}) \phi^J_{21}(\mathbf{x}) + c_{22}(\mathbf{R}) \phi^J_{22}(\mathbf{x})
\]

Substituting eqs A3 and A4 into eq A2 and recognizing that the gradient of the diabatic wave functions is zero (by assumption\(^1\)) gives

\[
d_{12}(\mathbf{R}) = \frac{1}{E_i(\mathbf{R}) - E_j(\mathbf{R})} \{ c_{11}(\mathbf{R}) c_{22}(\mathbf{R}) \nabla_R U_{11}(\mathbf{R}) + c_{12}(\mathbf{R}) c_{21}(\mathbf{R}) \nabla_R U_{22}(\mathbf{R}) \} + [c_{11}(\mathbf{R}) c_{22}(\mathbf{R}) + c_{12}(\mathbf{R}) c_{21}(\mathbf{R})] \nabla_R U_{12}(\mathbf{R})
\]

Here, \( U_{11}(\mathbf{R}) \) and \( U_{22}(\mathbf{R}) \) are the diagonal diabatic potential matrix elements and \( U_{12}(\mathbf{R}) \) is the off-diagonal diabatic coupling element. The diabatic wave-function coefficients and the adiabatic energies are determined by diagonalizing the diabatic potential energy matrix. The gradients of our analytical diabatic potential matrix elements were derived with the Adifor algorithm.

The gradient of the differences in adiabatic potential energies is defined by

\[
g_{12}(\mathbf{R}) = \nabla_R [E_i(\mathbf{R}) - E_j(\mathbf{R})]
\]

Substituting eqs A3–A6 into eq A10 gives a result that can be simplified to

\[
g_{12}(\mathbf{R}) = \frac{2 \Delta U(\mathbf{R})}{\sqrt{\Delta U(\mathbf{R})^2 + U_{12}^2}} \nabla_R [U_{11}(\mathbf{R}) - U_{22}(\mathbf{R})]
\]

Appendix B

In order to decompose \( \mathbf{p}_e \) into \( \mathbf{p}_{\text{ vib}} \) and \( \mathbf{p}_{\text{rot}} \), we define five new unit vectors as follows:

\[
\hat{z} = \frac{\mathbf{q} \times \mathbf{Q}}{| \mathbf{q} \times \mathbf{Q} |}
\]
Predissociation of the \( \tilde{A} \) State of NaH\(_2\)

\[ \dot{y} = \frac{q}{q} \quad (B2) \]

\[ \dot{\gamma} = \frac{Q}{Q} \quad (B3) \]

\[ \dot{x} = \dot{\gamma} \times \dot{\gamma} \quad (B4) \]

\[ \dot{\hat{X}} = \dot{\gamma} \times \dot{\gamma} \quad (B5) \]

Then \( p_{q} \) and \( p_{Q} \) can be expressed in terms of these five unit vectors as

\[ p_{q} = p_{q,\hat{x}} \dot{\hat{x}} + p_{q,\dot{\gamma}} \dot{\gamma} + p_{q,\hat{z}} \hat{z} \quad (B6) \]

\[ p_{Q} = p_{Q,\hat{x}} \dot{\hat{x}} + p_{Q,\dot{\gamma}} \dot{\gamma} + p_{Q,\hat{z}} \hat{z} \quad (B7) \]

where

\[ p_{q,\hat{x}} = p_{q,\hat{x}} \quad (B8) \]

\[ p_{q,\dot{\gamma}} = p_{q,\dot{\gamma}} \quad (B9) \]

\[ p_{q,\hat{z}} = p_{q,\hat{z}} \quad (B10) \]

\[ p_{Q,\hat{x}} = p_{Q,\hat{x}} \quad (B11) \]

\[ p_{Q,\dot{\gamma}} = p_{Q,\dot{\gamma}} \quad (B12) \]

\[ p_{Q,\hat{z}} = p_{Q,\hat{z}} \quad (B13) \]

We note that \( \hat{x}, \dot{\gamma}, \hat{z}, \hat{X}, \dot{\gamma}, p_{q}, \) and \( p_{Q} \) are all three-vectors. For a triatomic system in a center-of-mass coordinate system, there are 6 degrees of freedom. For noncollinear geometries, there are three vibrational modes, and these modes all lie within the triatomic plane. These modes constitute \( p_{\text{vib}} \), described above, and they do not contribute to the total angular momentum of the system. The remaining three degrees of freedom describe the rotation of the ABC molecule along three different axes, and they constitute \( p_{\text{rot}} \). These three modes determine the angular momentum of the system, and they do not change the internal coordinates of the system.

The momentum component defined by eq B9 describes the vibration of the BC bond, and thus, it is one of the components of \( p_{\text{vib}} \). The momentum component defined by eq B12 describes the vibration of the \( \tilde{A} \)–BC bond, and therefore, it too is a component of \( p_{\text{vib}} \). The momentum components defined by eqs B10 and B13 describe the motion of the \( q \) and \( Q \) vectors in a direction normal to the ABC molecular plane, and they are therefore components of \( p_{\text{rot}} \). Thus, two of the three vibrational modes and two of the three rotational axes have been specified by the coordinate system defined by eqs B1–B5 and B8–B13. There remains one vibrational mode and one rotational axis to complete the specification of \( p_{\text{rot}} \) and \( p_{\text{vib}} \).

Equations B8 and B11 each describe motion that both contributes to the total angular momentum and changes the Jacobi angle \( \chi \) (which is the angle between \( S \) and \( s \)). We take linear combinations of \( p_{q,\hat{x}} \) and \( p_{Q,\hat{x}} \) to form two new momenta such that one of them changes the angle \( \chi \) but does not contribute to the total angular momentum and the other preserves the angle \( \chi \) and does contribute to the total angular momentum. These linear combinations are given by

\[ p_{\text{w}} = \frac{Qp_{q,x} - Qp_{Q,x}}{Q^2 + q^2} (q\dot{\hat{x}}) \quad (B14) \]

\[ p_{\text{w}} = \frac{Qp_{q,x} + Qp_{Q,x}}{Q^2 + q^2} (q\dot{\hat{x}}) \quad (B15) \]

Equation B14 describes the \( \tilde{A} \)–BC bend, and eq B15 describes the rotational motion of the ABC molecule in the ABC plane. Note that whereas the momenta defined in eqs B8–B13 describe independent motion of either \( q \) or \( q \) and are thus three vectors, the momenta defined in eqs B14 and B15 describe concerted motion of both \( q \) and \( q \) and are six vectors. The momentum described in eq B14, for example, is a combination of the motion of \( q \) along \( \hat{x} \) with a magnitude of \( Q(Qp_{q,x} - qp_{Q,x})(Q^2 + q^2) \), and the motion of \( Q \) along \( -\hat{x} \) with a magnitude of \( q(Qp_{q,x} - qp_{Q,x})(Q^2 + q^2) \).

We then write

\[ p_{\text{vib}} = (0, 0, 0, \frac{Qp_{q,x} - Qp_{Q,x}}{Q^2 + q^2} (q\dot{\hat{x}} - q\dot{\hat{x}})) \quad (B16) \]

\[ p_{\text{rot}} = (0, 0, \frac{Qp_{q,x} + Qp_{Q,x}}{Q^2 + q^2} (q\dot{\hat{x}} + q\dot{\hat{x}})) \quad (B17) \]

Generalization to collinear geometries is straightforward. For collinear geometries, \( \dot{\gamma} = \pm \dot{\gamma} \). We pick two arbitrary unit vectors, \( \hat{u} \) and \( \hat{v} \), that are orthogonal to each other and to \( \dot{\gamma} \) and \( \dot{\gamma} \). Then \( p_{q} \) and \( p_{Q} \) can be expressed in terms of these unit vectors as

\[ p_{q} = p_{q,\hat{u}} \dot{\hat{u}} + p_{q,\dot{\gamma}} \dot{\gamma} + p_{q,\hat{v}} \dot{\hat{v}} \quad (B18) \]

\[ p_{Q} = p_{Q,\hat{u}} \dot{\hat{u}} + p_{Q,\dot{\gamma}} \dot{\gamma} + p_{Q,\hat{v}} \dot{\hat{v}} \quad (B19) \]

where

\[ p_{q,\hat{u}} = p_{q,\hat{u}} \quad (B20) \]

\[ p_{q,\dot{\gamma}} = p_{q,\dot{\gamma}} \quad (B21) \]

\[ p_{q,\hat{v}} = p_{q,\hat{v}} \quad (B22) \]

\[ p_{Q,\hat{u}} = p_{Q,\hat{u}} \quad (B23) \]

\[ p_{Q,\dot{\gamma}} = p_{Q,\dot{\gamma}} \quad (B24) \]

\[ p_{Q,\hat{v}} = p_{Q,\hat{v}} \quad (B25) \]

For collinear geometries, there are four vibrational modes. Two of them are given by eqs B21 and B24, which describe the vibration of the BC diatom and the vibration of the \( \tilde{A} \)–BC bond, respectively. Using the forms of the momenta suggested by eqs B14 and B15, we define four new momentum components by taking linear combinations of the components defined in eqs B20, B22, B23, and B25:

\[ p_{\text{w}1} \dot{\hat{u}} = \frac{Qp_{q,u} - Qp_{Q,u}}{Q^2 + q^2} (q\dot{\hat{u}} - q\dot{\hat{u}}) \quad (B26) \]

\[ p_{\text{w}2} \dot{\hat{u}} = \frac{Qp_{q,u} + Qp_{Q,u}}{Q^2 + q^2} (q\dot{\hat{u}} + q\dot{\hat{u}}) \quad (B27) \]

\[ p_{\text{w}3} \dot{\hat{u}} = \frac{Qp_{q,v} - Qp_{Q,v}}{Q^2 + q^2} (q\dot{\hat{v}} - q\dot{\hat{v}}) \quad (B28) \]
Note that $\cos \chi = \pm 1$ for collinear geometries.

We then write

$$p_{\text{vb}} = p_{Q_{T}R} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) + p_{Q_{Y}} \left( \begin{array}{c} \hat{y} \\ 0 \end{array} \right) + \frac{Q_{P_{Q_{Y}}}}{Q_{P_{Q_{X}}}} \frac{Q_{P_{Q_{Y}}}}{Q_{P_{Q_{X}}}} \left( \begin{array}{c} \hat{u} \\ 0 \end{array} \right) + \frac{Q_{P_{Q_{Y}}}}{Q_{P_{Q_{X}}}} \frac{Q_{P_{Q_{Y}}}}{Q_{P_{Q_{X}}}} \left( \begin{array}{c} \hat{v} \\ 0 \end{array} \right) \right)$$

(B16a)

and

$$p_{\text{mb}} = \frac{Q_{P_{Q_{Y}}}}{Q_{P_{Q_{X}}}} \frac{Q_{P_{Q_{Y}}}}{Q_{P_{Q_{X}}}} \left( \begin{array}{c} \hat{u} \\ 0 \end{array} \right) + \frac{Q_{P_{Q_{Y}}}}{Q_{P_{Q_{X}}}} \frac{Q_{P_{Q_{Y}}}}{Q_{P_{Q_{X}}}} \left( \begin{array}{c} \hat{v} \\ 0 \end{array} \right)$$

(B17a)
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