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!
CCMSC: 

• demonstrate positive societal impact of extreme 
computing 

• accelerate the deployment of a new technology: 
high efficiency (AUSC), carbon capture for                         
pulverized-coal power generation 

!
strategy: 

• industrial partners: 
(Alstom/GE, Thermal Engineering–Tshinghua China, 
Harding/consulting) 

• 3 teams (CS,Physics,V/UQ) focused on one 
overarching predictive design w crosscutting 
components: 

• software engineering team 
• UQ hierarchy  
• annual re-evaluation of appropriate physics 
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CS: VisIt-Uintah in-situ (In–Progress) V&V/UQ
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Data Access Code

VisIt runtime

datacommands

Additions to Uintah to access VisIt’s libsim 
library that simulations use for in-situ 
visualization. 
• Call functions from Uintah that lets VisIt 
connect. 

• Add data access functions to Uintah that 
expose it’s arrays as data that VisIt can 
process (i.e. database reader). 

• Link Uintah with VisIt’s libsim. 
!
Run the simulation and connect with VisIt. 
• Libsim dynamically loads VisIt runtime 
into Uintah’s address space. 

• Perform any of VisIt’s operations on 
Uintah’s run time simulation data. 

• Advance the simulation and the VisIt 
plots automatically update.



phi <<= divX( interpX(lambda) * gradX(temperature) )!
      + divY( interpY(lambda) * gradY(temperature) )!
      + divZ( interpZ(lambda) * gradZ(temperature) );

• C++ template metaprogramming 
to achieve one inlined grid loop, 
no temporaries. 

• Compile-time consistency checking 
(field-operator and field-field 
compatibility). 

• Deploys on Xeon Phi, CPU and 
GPU (CUDA).
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Coupled src & Diffusion
Independent src & Diffusion
Diffusion

GPU speedup 
over CPU

@�i

@t
= �r · Ji + si

si = f(�j)

Ji = ��r�i

si = f(�i) or

Now being used 
in 5 PDE-solver 
projects within 

and without 
Uintah

CS: Performant, expressive abstractions 
for present & future architectures
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CS: Kokkos – Allocation Tracking
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Kokkos memory tracking HAD several limitations preventing Uintah integration 
• Single master thread allocated/deallocated all memory 
• Tracking data structure not thread safe 
• O( log(n) ) to find reference count and reference count not thread safe 
• O(n) to insert or delete an allocation record (sorted vector) 
• Poor support for memory not allocated by Kokkos 
• Unable to use texture cache with CUDA memory not allocated by Kokkos 
!
Revised allocation tracking (code review Feb 6)  
• Any host thread can allocate or deallocate memory 
• Lock-free data structure to manage allocation records 
• O(1) to find reference count and atomic reference count 
• O(1) to delete an allocation record; amortized O(1) to insert, O(n) worst case 
• Improved support for memory not allocated by Kokkos 
• Much easier to incrementally refactor code 
• Can use texture cache with CUDA memory not allocated by Kokkos 
!
These changes remove design incompatibilities that prevents Uintah integration 
We will now investigate use of  Kokkos in Uintah as an alternative to DSLs 



CS: Uintah & VisIt Release Efforts
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Release Version 1.6.0 (1/30/2015) 
• Wasatch/Nebo DSL now part of ARCHES component 
• Available/tested on multiple OS distributions: Debian, Ubuntu, Fedora, CentOS, 
OpenSuse, MacOSX 

• Installation (15 pgs) and User (300+ pgs) Manuals 
• Runs and scales on all major DOE & NSF platforms - Mira , Titan , Stampede Vulcan 
!

Coordination with VisIt 2.9.0 release  
• Uintah’s data archive format database reader is now included in VisIt’s build_visit script  
!
Uintah is now part of the standard parallel binary builds of VisIt. 
• VisIt with Uintah is being fully supported at DOE and other HPC sites. 
• Uintah users no longer  build separate components to use VisIt. 
• Transfers build and support issues to the VisIt team. 
• Fully supports builds on multiple Linux systems  e.g Debian Jessie, Fedora 21, 
Opensuse13.2,CentOS 7,Ubuntu 14.10  

• Includes new flexibility with Uintah’s data archive format database reader.
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Histograms,  PDFs  &  NDFs:

Predictive Science -
Multi-Phase Flow

CCMSC  Fall TST
Sean Smith,  AlexAbboud,
John "Milo" Parra-Alvarez 

- Avoid equations in presentations,
         ...but sometimes unavoidable.

- Notation and variable definitions

Population Balance:

Moment Transport:

Quadrature Methods:
(avoiding ad hoc closures)
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Single Reaction:

Two Competing Reactions:

Yamamoto:

Richards-Fletcher:

- Higher-order moment closure (3-15),
- Cross moments for coupling of properties,
- Easier for non-diffusive problems.
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Weights &
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inversion 
algorithm

QMOM
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CQMOM

...with linear 
solve
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singular 
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Physics: Devolatilization Model Form Uncertainty
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Model Form Uncertainty by design 
• form and physics apropos to multi-physics simulation 
• same uncertain parameter across hierarchy 
!

model form 1: CPD 
• ‘gold standard’ but complex 
• 13 uncertain parameters + 5 coal specific parameters 
• limited to low temperature data (< 1200K) 
!

model form 2’: FOWY 
• 1 free parameter (a) per coal type 
!
!
!

utilize V/UQ with consistency constraint 
• year 1: use CPD and 1 high T expt. data set 
• satisfying 30 quantities of interest (QoI) 
• DOE with 5 final temperatures and 3 heating rates 
• year 2 & beyond: add all available experimental data



Arches and DQMOM development
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CQMOM development
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Student and staff NNSA research experiences and annual UofU/UCB/BYU student exchanges

UofU UCB course development, V/UQ studies

Annual Predictive Science Workshop, MMSC seminar series, and DOE review
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physical attributes: 
• 0.6x0.6x1.7m (1/220 BSF) (1/15,800 prediction) 
• Primary inlet:  

-coal feed rate = 1.058e-3 kg/s, 
-carrier gas = 1.79e-3 kg/s, 0.838 CO2 + 0.162 O2  

• Secondary inlet:  
-gas = 2.079 kg/s, pure O2 

• Purge (radiometer-CO2) inlet: 
-gas = 2.856e-4 kg/s pure CO2 

• SUFCO coal (UT) particle sizes = 20 (65%),50 (25%),100 (10%) microns 
• 100 KWt 

model attributes: 
• radiation: S8 (once every 30 time steps) 
• DQMOM with 7 internal coordinates (3 quadrature nodes) 
• The FOWY devolatilization model 
• Murphy-Shaddix (2005) char oxidation model 

numerical attributes: 
• (2mm)3 resolution producing 65 million cells 
• ~85 microsecond time steps 
• 35% volume wasted on intrusions 
• 203 cells/patch 
• Vulcan: cases failed to run on 9 different occasions due to bad nodes 

or writing errors, with 25 successful 12 hour runs (26.5% failure).  
(these running errors only seen on psmall partition of vulcan)

OFC

Furnace�---LES domain and Wall BC 

Dimension of Test Rigs 
  Items Units Value_real Value_LES-1 Value_LES-2 

Burner structure 
(double channel) 

ID_in m 0.0172 0.018 0.018 
OD_in m 0.0215 0.024 0.024 
ID_out m 0.0342 0.036 0.036 
OD_out m 0.0425 6.00E-01 6.00E-01 

Furnace 
Dimension for 

LES 

Diameter m 6.00E-01 6.00E-01 6.00E-01 
Height m 1.2 1.2 1.2 

Shrink Height m 0.3 0.3 0.3 
outlet_Diameter m 0.132 0.132 0.132 

outlet_length m 0.18 0.18 0.18 

1

2

3

4 5

6

7

8

Heating parts 

Glass windows 

3mm: 

17,423,308 cells 

 

�mm: 3 times 
larger  



physical attributes: 
• simulation 1mx1mx15m  (5.6m) 
• 12 sections (4) 
• 1 Swirl Burners (low NOx with swirl blocks):  

-primary stream: pcoal, O2 & recirculated flue gas 
-secondary stream: O2 & flue gas 

• sufco coal (UT) 
• coal feed rate: 1.5 MWt   

model attributes: 
• radiation: S6 (~500 iterations / ordinate / time step) 
• DQMOM - 3 environments (30, 105, 257 microns) 
• Yamamoto one-step devolatilization model 

numerical attributes: 
• handoff file for inlet bc 
• (5mm)3 resolution  
• 203 cells/patch 
• 7392 cores

L1500



physical attributes: 
• simulation 4 boxes: 

- 1.36m, 1.44m, 3.36m 
- 9.44m, 2.88m, 3.36m 
- 0.90m, 3.60m, 3.36m 
- 1.36m, 5.76m, 3.36m 

• s80 inlets, the corner coal injectors, and O2/RFG streams 
• various injection angles 
• 3 platens, 20 u-tubes, 38 tube bundles 
• 15 MWt (German lignite) 

model attributes: 
• radiation: S8 (once every 15 time steps) 
• DQMOM with 7 internal coordinates (particle size distribution changed) 
• The FOWY devolatilization model 
• Murphy-Shaddix (2005) char oxidation model 
• Wall heat transfer computed with thickness and thermal conductivity (UQ) 

numerical attributes: 
• 1cm3 resolution producing 137million cells 
• 203 cells/patch (173 cells/patch) 
• 16,384 cores (Titan & Vulcan) 
• target machine Vulcan & Titan (memory issues)

BSF
V/UQ: 
• we have performed more V/UQ analysis on this cases 
• paper presented at recent Industrial Combustion (AFRC) mtg. 
• currently working on refined V/UQ pass 
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O2  concentration 
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AUSC: 
• 760C steam temperature 
• >12% reduction in fuel consumption carbon 
dioxide emissions over 600C USC units 

• materials - expensive 
!

what will change from USC: 
• superheater and reheater tube banks will use 
materials like 740H and 230 nickel. 

• furnace enclosure material in the upper 
enclosure is creep strength enhanced ferritic 
steel requiring field PWHT of the tube to tube 
joints and possibly the membrane panel seams. 

• steam piping is 740H nickel or better. 
!

boiler arrangement / design is evolving 
• price of nickel is so high that position of steam 
turbine must be a consideration 

• Siemens AG has proposed an horizontal boiler 
!

May 2000 Modern Power Systems  39

wall wetting causes excellent heat transfer
from the wall to the fluid. This has the fol-
lowing advantages over smooth tubes:
● No deterioration of heat transfer even in

the range of high steam quality  
● Very good heat transfer even at low mass

flux  
● Only slight increase in wall temperature in

case of film boiling near critical pressure
(interval from about 200 bar to critical
pressure)  

● Potential for increased heat transfer by op-
timisation of rifling geometry. 
The low mass flux design not only enables

downward extension of the output limits for
vertical tubes to 300 or 200 MW and use of
large-diameter tubes, but in particular it also
changes the flow characteristic of a once-
through system: with increased heating of an
individual tube, the throughput of that tube
increases instead of decreasing.

In a rifled tube, the boiling crisis does not
take place until steam quality is less than 0.9
shortly before the end of evaporation due to
the swirl flow generated by the spiral ribs in-
side the tubes. Differences in centrifugal force
separate the water from the steam fraction and
force the water towards the tube wall. This
maintains wetting up to high steam quality lev-
els, resulting in high flow velocities even at
the boiling crisis location.

The main advantages of vertical internally
rifled tubes in a Benson boiler can be sum-
marised as:
● Reduced mass flow, from 2000 to 1000

kg/s, with flow characteristics as in drum 
boilers, ie increased heat input to an indi
vidual tube increases throughput in that 
tube (as shown in Figure 3).

● Cost effective fabrication and assembly
● Minimum Benson output can be as low as

20 per cent.
● Simple start up system for 20 per cent

evaporator throughput
● Reduced slagging on combustion chamber

walls.
Siemens, Babcock Lentjes

Kraftwerkstechnik and Steinmüller carried
out large scale testing in a rig installed in
PreussenElektra’s supercritical 320 MWe
Farge coal fired power plant in 1993 which
served to verify the experimental results and
yield input to design codes for a new vertical
tube Benson boiler concept.

The theoretical conclusions for this con-
cept regarding pressure drop and thus for flow
distribution with non-uniform heating were
tested in practice in the Farge plant. It was im-
portant to achieve the physical height which

is significant for a natural circulation charac-
teristic but which cannot be attained in labo-
ratory operation. A furnace heat exchange
surface with the low mass flux design was in
trouble-free operation at the Farge plant for
more than 10 000 hours. This confirmed the
calculation fundamentals and at the end of
trial operation the tubes were still practically
as good as new, the rib profile not smoothed
by deposits.

Heat transfer measurements were not per-
formed in Farge, as important factors such as
heating and the thickness of the insulating ash
layer on the tubes vary constantly, preventing
reliable, reproducible measurement results.

But the low mass flux design with its opti-
mised internally rifles tubes has even greater
benefits when applied to the low profile hor-
izontal furnace boiler configuration. 

The thermohydraulic principles of low
mass flux design have already been proven in
commercial operation in the horizontal
Benson heat recovery steam generator used in
Siemens’ most advanced V94.3A gas turbine
combined cycle field development plant, at
Cottam, UK  (see MPS, September 1999, pp
40-43), shown in Figure 4.

The parallel tubes of the evaporator for the
HP and IP stages arranged sequentially in the
exhaust flow path are characterised by ex-
tremely different heat uptakes. In the select-
ed concept, mass flows automatically adjust
to the heat input ie all parallel tubes of the HP
evaporator show saturation temperature at
first pass outlet and low temperature differ-
ences between the rows of the second pass
(Figure 5). The thermoelastic construction of
the Benson boiler significantly increases flex-

ibility of the com-
bined-cycle power
plant over that of a
drum boiler, espe-
cially during start-
up.

One third of
the height 
Figures 1 and 6
show the schemat-
ic layout of the hor-
izontal coal fired
boiler for which
very considerable
cost reductions are
claimed, particular-

31m

63m

91m

Tower Two pass Horizontal

Figure 5.  Mass flow distribution, steam quality and temperatures in the HRSG for the Cottam combined cycle plant

Figure 6.  Size comparison
of coal fired boilers for
550 MW output

Figure 7.  The modular design of the boiler lends itself to variations in output rating

Figure 4. Cottam, UK, uses a horizontal HRSG

http://www.whiteroseccs.co.uk

overarching problem



physical attributes: 
• simulation 111x77x40 feet 
• 12 front wall burners (5 feet in diameter) 
• 16 side wall burners (4.5 feet in diameter) 
• Swirl Burners:  

-primary stream: pcoal & recirculated flue gas (300 F) 
-secondary stream: pure oxygen (500 F) 

• 4 rows of platen banks spaced 1.5, 1.0, 1.0, 0.5, feet apart 
• black thunder coal (Wyo. PRB) 
• coal feed rate: 158 tons/hr (500 MW, 53% efficiency)   
• oxygen feed rate: 279 tons/hr 

model attributes: 
• radiation: S6 (~500 iterations / ordinate / time step) 
• DQMOM - Weibull particle size distribution (8.3, 82.1, 266.7 microns) 
• The FOWY devolatilization model 

numerical attributes: 
• 1cm3 resolution  
• 203 cells/patch (173 cells/patch) 
• 1.2 million cores (0.64 million but running on 0.128 million) 
• 14294 pipe intrusions (50mi of pipe in sim)  & 3 slag wall intrusions 
• Vulcan: 54.5 sec / time step (5 micro sec / time step)

Schematic of proposed boiler: 

   FRONT WALL      BURNER 
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Note: Red numbers are for side 
wall burners. 

1st year target boiler design prediction
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turbulent reacting particle laden flows: 
• can exascale resolve a pc-boiler to 1mm 
resolution? 

scale separation: 
• can we construct dynamic models that separate 
resolved physics and modeled physics? 

radiative transport: 
• will exascale computing make ray tracing 
possible? 

DMAV: 
• how to use cache, memory and IO at exascale? 

TASC EDSL: 
• can programmer productivity be increased while 
going to exascale? 

exascale runtime: 
• can we get to exascale? 

Demonstrate that extreme computing 
can accelerate deployment of a low-
cost, low-carbon energy solution for 
power generation: AUSC oxy-coal !




