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Sandia Multiphase Shock Tube (Wagner  et al. 2011)
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Characteristics of CMT-Nek:  Nested loops

Loop Transformation: CHiLL
- Unroll & Permutations

Genetic Algorithm: Rapid search to optimum



Up to 45% improvement in energy and performance

Platform: AMD Fusion @ Sandia National Laboratory

Similar improvement observed on other platforms such as IBM 
BG/Q and AMD Opteron.



First-year accomplishments: 
Autotuning framework based on genetic 

algorithms
3D matrix multiplication for derivatives and 

interpolation

Going forward
Autotune other key computational and 

communicational kernels of CMT-Nek

Investigate performance, energy and power 

models for hybrid multicores

Investigate thermal models and constraints





-design and Collaboration, 
PSAAP II Kick-off Meeting, Albuquerque, Dec. 10, 2013
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* BEO Behavioral Emulation Object







Step 1: Calibration

Step 2: Validation

Step 3: Prediction
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