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The electrical conductivity and structure of water between 2000–70 000 K and 0:1–3:7 g=cm3 is
studied by finite temperature density functional theory (DFT). Proton conduction is investigated quanti-
tatively by analyzing diffusion, the pair-correlation function, and Wannier center locations, while the
electronic conduction is calculated in the Kubo-Greenwood formalism. The conductivity formulation is
valid across three phase transitions (molecular liquid, ionic liquid, superionic, electronic liquid). Above
100 GPa the superionic phase directly borders an electronically conducting fluid, not an insulating ionic
fluid, as previously concluded. For simulations of high energy-density systems to be quantitative, we
conclude that finite temperature DFT should be employed.
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Knowledge of the electronic properties of water is es-
sential for correctly describing the physics of, e.g., giant
planets and shock waves in water. The behavior of water is
complex due to the dual nature of conduction (ionic and
electronic) and an intricate phase diagram. A predicted
high-energy-density phase of water [1] was recently con-
firmed [2,3], adding superionic to the already rich variety
of water phases: solid ice (h) to ice XI, liquid, and vapor.
Here, we present calculations from first principles of both
the ionic and electronic conductivity of water for a wide
range of phase space in temperature and pressure, provid-
ing quantitative knowledge where little or no previous data
are available. The calculations employ a finite temperature
Fermi occupation of the electronic states [4], leading to a
change in the predicted phase diagram.

Although a qualitative picture of water electrical con-
ductivity has emerged, founded on experiments [5–7] and
simulations [1–3,8], much needed quantitative information
is scarce. Since experiments can only access certain areas
of the phase diagram, and require modeling as a part of the
analysis, calculations from first principles arise as a main
approach. Density functional theory (DFT) calculations
were done with VASP [9], where the Kohn-Sham equations
[10] are solved in a plane-wave basis set. Projector aug-
mented wave potentials [11] are used with PBE [12] for
exchange or correlation. A Wannier center projection is
made for each time step [13]. Most simulations were done
using the deuterium mass, reducing computational cost.
Both H2O and D2O were, however, examined for 2000 K at
2.3 and 3 g=cm3, yielding a diffusion isotope effect of 1.3,
close to the classical

���
2
p

[14]. A 900 eV plane-wave cutoff
energy was chosen to give pressures converged to within
2%. The occupation of bands is set by a Fermi distribution
[4]. Our calculations hence differ from the method used in
previous studies [1–3,8], where the computationally effi-
cient scheme by Car and Parrinello [15], propagating the
electronic degrees of freedom close to the zero-

temperature Born-Oppenheimer surface, was used
[16,17]. The simulations are in the NVT ensemble using
a Nosé thermostat. Pressures, energy, and other properties
are calculated as averages after equilibration. The elec-
tronic conductivity is calculated using the Kubo-
Greenwood formula [18] on 15–20 snapshots from the
molecular-dynamics (MD) simulation. About 8 empty
bands per water molecule are included in these calcula-
tions. Convergence of DFT simulations is of utmost im-
portance [19]. Depending on density and temperature,
simulation cells and times vary [20,21]. The gamma point
is used for most MD simulations [22] while the mean value
point (1=4, 1=4, 1=4) is used for conductivity calculations
[21,22]. By a partition of the hydrogen diffusion and a
robust method of defining bonds in dense systems, we
calculate ionic conduction through the transition from in-
sulating molecular liquid to fully dissociated ionic liquid.
The equation of state, ionic conductivities, and electronic
conductivities are thus calculated employing a common
theoretical platform.

The calculated phase diagram is presented in Fig. 1.
With increasing pressure, molecular water dissociates
into an ionic liquid, followed by oxygen atoms freezing
into the superionic phase. At higher temperature, the fluid
is electronically conducting. We find that above 4000 K
and 100 GPa, the fluid bordering the superionic phase is
conducting. Earlier works instead have the superionic
phase bordering an insulating fluid, with a transition to
metallic fluid at 7000 K and 250 GPa [1]. This is not a
revision without consequences, since the Neptune isen-
trope [1] is located in this region. The reason for our
different result is the finite temperature treatment of the
electronic degrees of freedom. By changing the tempera-
ture of the Fermi distribution, the electronic structure
switches from a metal to an insulator. The effect is docu-
mented in Table I and illustrated in Fig. 2. At normal
conditions, PBE underestimates the band gap for water
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(4.4 vs 6.8 eV). The band closure observed in the simula-
tions, however, is caused by a combination of density,
pressure, molecular dissociation, and electronic tempera-
ture. It is hence impossible to estimate the true band gap by
comparisons to normal conditions. Quantum Monte Carlo
(QMC) simulations would provide valuable information,
however, QMC is still computationally well beyond reach
for this system. The importance of considering the thermal
population of electronic states when performing DFT
simulations in the high energy-density physics (HEDP)
region is a general finding, independent of the outcome
of future calculations, or experiments, for this particular
system.

The transition shown in Fig. 2 does not occur instanta-
neously with a different electronic temperature, it takes of
the order 20–100 fs for the new electronic structure to
develop, suggesting that reorientation of atoms is required.
The transition is seen in the projected local orbital charac-
ter of the highest occupied state; it changes character from
S to P, as seen in Fig. 2. From a computational point of
view, the transition time implies that postprocessing snap-
shots from zeroK electronic temperature simulations is not
equivalent to a full simulation using finite electronic
temperature.

We propose that fast optical diagnostics could be used to
investigate this transition, providing information on the
electron-ion coupling in H2O. Shock heating yields hot
ions with cold electrons, a state we predict is an insulator.
As the system equilibrates through ion/electron scattering,
we anticipate a transition to electronic conduction.

Understanding the phase transition from a molecular
fluid to a fully dissociated ionic fluid is important for
modeling electrical breakdown and other phenomena in
shocked water. In this region, a fraction of the hydrogen
atoms are dissociated (conducting) while others remain
bound as H2O (nonconducting). Proton diffusion in normal
state water occurs via a structural diffusion mechanism
involving H�, OH�, and H3O� [14,23].

We use Wannier centers (WC) [13,21] to characterize
the charge transport. In water at 1000 K=1 g=cm3, all H
atoms are located 0.5 A from a WC; they are bound as H2O.
An excess proton, under the same conditions, moves on a
path taking it at a distance of 0.75–1.15 A from two or
three WCs, simultaneously, before reattaching as a H3O�.
We find a striking similarity to this behavior in the WC
dynamics of the denser systems: H atoms are either bound
(rWC�H � 0:5) or they are mobile (0:75 � rWC�H � 1:15

TABLE I. Electronic component of the dc conductivity (�),
average occupations (fi) and energy (�i) difference �E �
�LU � �HO of highest occupied (HO) and lowest unoccupied
(LU) bands (defined when Te � 0) when changing the electronic
temperature. Two alternative techniques for smearing, Gaussian
and Methfessel-Paxton, both yield gaps. The transition is seen
for both 54 and 128 molecules cells. Units are molecules/cell,
g=cm3, Kelvin, 1=�� m�, occupation, and eV.

n � Tion Te log10��� fHO fLU �E

54 2.5 4000 1000 0.7 1.98 0.03 1.53
54 2.5 4000 2000 1.2 1.97 0.04 1.74
54 2.5 4000 4000 3.84 1.63 1.25 0.38

128 2.5 4000 4000 3.78 1.63 1.36 0.26
128 2.5 4000 1000 1.0 1.96 0.05 1.01

54 3.0 6000 6000 4.5 1.43 1.25 0.22
54 2.7 8000 8000 5.0 1.28 1.18 0.14

FIG. 2 (color). Snapshots of the structure (oxygen atoms are
white, hydrogen atoms red) at T � 4000 K and � � 2:5 g=cm3.
Superimposed is a constant-electron-density surface (gold) pro-
jected from the HO state. Using the true temperature induces a
shift from S to P character, changing the structure from being
localized to spanning the cell, enabling conduction. The shift
takes 20–100 fs to appear after changing the electronic tempera-
ture from Te � 1000 K to Te � 4000 K. The left snapshot is
taken from this transition period, the right snapshot after the
system is in equilibrium at Te � 4000 K.
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FIG. 1 (color). Theoretical phase diagram for water in the
HEDP regime, each point represents a DFT-MD simulation.
Molecular liquid—no dissociation of H2O (yellow). Insulating
ionic liquid—dissociation of H2O and a gap in the electronic
structure (gray). Superionic—very small O diffusion coefficient
and gap in the electronic structure (blue). Electronically con-
ducting ionic fluid—dissociation of H2O, no gap in the elec-
tronic structure (red). The dashed lines are guides to the eye. The
transition from superionic phase to the conducting fluid shows
little hysteresis in the phase change, as can be inferred from the
dense sampling in that region.
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A). Since our findings are consistent with the established
proton diffusion mechanism [14,23], we conclude that �e
charged protons dominate the conduction also under warm
dense conditions.

Instead of analyzing these short-lived complexes, how-
ever, we focus on the nonconducting hydrogen motion—
the transport of hydrogen taking place as H2O diffusion.
The fraction of H atoms bound as H2O is �, diffusing with
the oxygen diffusion coefficient DO. With DH being the
diffusion coefficients for all hydrogen atoms and DH� that
for all hydrogen species except H2O, the following rela-
tionship holds: DH � �1� ��DH� � �DO. Since DO and
DH are independently calculated in the simulation [24] the
conducting part of the mass transport is

 DH� �
1

�1� ��

�
1� �

DO

DH

�
DH: (1)

Although, by construction, DH� is insensitive to � [25], we
must define ‘‘bound’’. To distinguish scattering from
bonds, we consider two atoms bound if they are within a
cutoff distance during a time interval. We use the pair-
correlation function, with g�r� � 1; beyond this point, the
concept of bond weakens rapidly. Using the minimum of
g�r� has been proposed [3] but the minimum is often flat
and leads to very large bonded complexes [26]. Results
should not be sensitive to the specific choice of cutoff.
Table II shows that it is meaningful to extract the H2O
fraction, �, in the transition regime between molecular and
ionic liquid. Although the ions H�, OH�, and H3O� can be
considered stable over several fs, the absolute fractions of
them depend sensitively on both cutoff criteria, underscor-
ing the difficulty to quantify composition in warm dense
systems.

Figure 3 shows calculated conductivity (ionic and elec-
tronic) with available experimental data. At 2000 K there is
only proton conduction. At 4000 K, the ionic and elec-
tronic contributions in the fluid are comparable, while the
superionic phase, as expected [1], exhibits a surpressed

electronic conductivity. At 6000 K, electronic conduction
begins to dominate, and at 8000 K it is an order of magni-
tude larger than the contribution from protons. Above
22 000 K, water is dissociated and ionization is significant;
the increase in density of states for larger specific volume
maintains conductivity at low density. Figure 3 displays
how Eq. (1) yields a rapid onset of conductivity with
increased density due to pressure induced dissociation.
Ignoring the nonconducting hydrogen motion results in
overestimation of the conductivity. We predict that experi-
ments at 1:5 g=cm3 will show a very low conductivity.
Finally, we note that in the fully dissociated regime there
is no difference between the new formulation and the
standard relationship between diffusion and conduction.

TABLE II. Distribution of species (mole per mole O) at
2000 K, 2 g=cm3 when changing the bond cut-off distance,
rcut, and steady bond time, �cut. The fractions used in Eq. (1)
are given in bold. The small deviations from neutrality are due to
species not included in the table.

�cut � 12:5 fs
rcut (A) H OH H3O H2O
1.10 0.20 0.20 0.012 0.78
1:16 0:12 0:14 0:04 0:82
1.20 0.06 0.10 0.06 0.83
1.30 0.006 0.047 0.15 0.81
rcut � 1:16 A
�cut (fs) H OH H3O H2O
10 0.12 0.15 0.04 0.81
20 0.06 0.10 0.06 0.84
45 0.02 0.07 0.07 0.86
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FIG. 3 (color). Upper: electronic conductivity (filled symbols
and full lines) and ionic conductivity (open symbols and dashed
lines) of water as a function of density for different temperatures:
70 (blue star), 44 (dark red triangles), 22 (black diamonds),
10 (red squares), 8 (magenta stars), 6 (turquiose triangles),
4 (blue squares), and 2 kK (black triangles). The sharp drops
in conductivity for 4000 and 6000 K at 2.5 and 3:2 g=cm3,
respectively, corresponds to entering the superionic phase (see
Fig. 1.) Lower: Ionic conductivity, as calculated for D2O and
scaled by 1.3 to compare to H2O experiments. 2000 K from
Eq. (1) (black triangles) and using the full hydrogen diffusion
(black stars). 4000 K from Eq. (1) (blue squares) and using the
full hydrogen diffusion (blue diamonds). Experimental data
single shock at approximately 2000 K [5] (black circles) and
multiple shock data between 2000 and 6000 K [6] (blue circles).
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Recent optical measurements [7] demonstrate a gradual
onset of reflectivity along the principal Hugoniot, followed
by saturation at R � 0:4. We find the following reflectiv-
ities: 0.1 (4000 K, 2:5 g=cm3), 0.2 (8000 K, 2:7 g=cm3),
0.3 (10 000 K, 2:7 g=cm3), 0.4 (22 000 K, 2:5 g=cm3), and
0.3 (44 000 K, 1:8 g=cm3), well in line with the experi-
mental data [7]. Our calculations thus agree with experi-
ments for total conductivity and reflectivity.

In summary, our comprehensive analysis of conduction
in water reveals a rapid transition to ionic conduction at
2000 K and 2 g=cm3, while electronic conduction domi-
nates at temperatures at and above 6000 K. The phase
diagram of water is further delineated in the HEDP region,
with the superionic phase bordering a conducting fluid
above 4000 K and 100 GPa. The resulting increase in
electrical conductivity will affect calculations of thermo-
physical conditions in giant planets as well as how con-
duction is analyzed in shocked water (electrical
breakdown). For first-principles simulations of HEDP sys-
tems to be of high fidelity, we show that it is important to
include a thermal distribution of the electronic degrees of
freedom. We anticipate this work will influence future DFT
simulations in the HEDP regime.
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