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The Lightweight File Systems Project

The Lightweight File Systems (LWFS) Project 1s a joint effort between Sandia National Laboratories and
the University of New Mexico to address I/0 scalability issues for next-generation computer systems.
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Luster, PVFS2, Panasas, and most others use this model

[HECRTF, May 2004]

“ .. .the performance of these [I/O]
components must be improved,
particularly in the area of throughput
and scalabillity.”

[Office of Science Data
Management Challenge,
May 2004]

Lightweight file systems provide only what is necessary

LWES provides security and access to storage
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Libraries provide app-specific functionality

Application-directed checkpoints: a motivating example
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The poor write performance of the shared-file version is the result of imposed, but
unnecessary, consistency semantics.

LWFES Results Soon!
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