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Executive Summary

This paper presents a simple model that descriteesgeration of two RTGS payment systems,
operating in two distinct currencies, and interagtivith each other through FX transactions
performed by a set of global banks that participatboth systems. This dual participation, and
the resulting common inflow of FX trades, createsrderlinkage between the two systems. In
addition, an additional constraint can be put andjsstem by imposing that the FX transactions
are settled PvP.

The model was able to capture how, due to thoseittesdependencies, the two systems can
become correlated, in the sense that a period gh kettlement rate in one system will
statistically correspond to a period of high setiat rate in the other system.

When the FX trades are settled non-PvP, some cegdidisures are created between the global
banks that engage in FX trading. Those exposueslanwn to be dependent on the level of
liquidity present in each system. Moreover, it appethat a structural liquidity imbalance
between the two systems leads to very high expsshyeacting in a similar way as a time zone
difference between the two systems.

In the PvP case, the results show that the avdeagé of queuing within one RTGS does not
depend only on its own level of liquidity like img& non-PvP case, but also on the level of
liquidity in the other system. More specificallyh@n liquidity is decreased within the “less
liquid” system, the level of queuing increases sigantly within the “more liquid” system. In
addition, we also observe that the level of queurinidpe “less liquid” system decreases when the
liquidity is increased in the “more liquid” one.

The proposed approach could be of interest to @eB@anks, as a growing attention is now
being given to the question of system interdepecidsnin this context, the presented model can
already provide a qualitative description of th@sEguences of the interdependency created by
FX transactions on the activity of two systems.
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1. Introduction

Central Banks are currently noticing a tendency awls a greater interdependence
between the world’s payment and settlement systdinis. phenomenon has multiple causes.
First, consolidation in the banking sector is dreatlarge multinational institutions that
participate in several different systems. Hencejessystems are becoming interlinked through a
set of common participants or “global players”. Armer reason behind the strengthening of the
system interdependencies lies in the developmemeaxfhanisms designed to ensdedivery-
versus-payment (DvR) securities settlements payment-versus-payment (PviR)FX trades.
While those mechanisms ensure the system partisigar no credit risk, they also make the
smooth functioning of one system dependent on ano#lystem’s liquidity and continued
operation.

Given the importance of payment and settlemenesystwith regard to financial stability,
Central Banks need to understand and assess tlamstipbtonsequences of such an evolution.
Indeed, in 2001, the Group of Ten “Report on Cadsdibon in the Financial Sector” (the
Ferguson report) reported that “the emergence oftimational institutions and specialized
service providers with involvement in several paginand securities settlement systems in
different countries, as well as the increasing itgy interdependence of different systems,
further serve to accentuate the potential role aynpent and settlement systems in the
transmission of contagion effects.

To complement this previous work, the CommitteePayment and Settlement Systems
(CPSS) mandated a working group to describe tHerdrit interdependencies existing among
the payment and settlement systems of CPSS cosigin@é analyze the risk implications of the
different interdependencies. The CPSS Working Gramusystem Interdependencies conducted
a fact-finding exercise to dress an accurate pctirthe situation. The Group also performed
some detailed case studies, to analyze how opeahtar financial disruptions affecting key
systems, institutions, or service providers coutdtfansmitted between two or more payment
and settlement systems.

In parallel of the working group’s activities, sorf@entral Banks and research institutions
investigated the issue of system interdependeffimes a modeling point of view. A joint effort
of the Federal Reserve Bank of New York, Sandiaddat Laboratories, the Helsinki University
of Technology and Banque de France led to theioreaf a simple simulations framework for
analyzing interdependencies between RTGS systems.

This paper presents the model and the first oldanesults. It is structured as follows.
Section 2 presents some prior research and seteeabjectives of the current model. Section 3
provides a description of the model and its paramsetThe first set of results concerning
correlated behavior of the two systems is preseintedction 4. The results on settlement risk in
the case of non-PvP settlement are presented tioses Section 6 analyses the impact of
adding the PvP constraint on the level of queuimdgath systems. Section 7 concludes and
summarizes the paper.

1 Groupe of Ten Report on Consolidation in the FierSystem, January 2001 p 29, www.bis.org

2 The Committee on Payment and Settlement SysteRS${; based at the Bank for International Settlésnamontributes to
strengthening the financial market infrastructim@tigh promoting sound and efficient payment arideseent systems.
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2. Modeling system interdependencies

2.1. Previous research

The recent development of simulation tools ableejgroduce the operation of payment
systems using real payment data have allowed de@eraral Banks to conduct stress-testing
studies, as a part of their oversight mission ([2], [3], [4], among others). Most of the effort
has however been dedicated to the study of sinJI6R systems, with the exception of
Hellgvist and Snellman who studied the interactiiween the Finnish BoF-RTGS payment
system and HEXClear, the Finnish securities settermystem ([5]).

By definition, modeling system interdependenciethweal data would require access to
transaction data of several systems, at a tramgaby transaction level. This is hard to achieve
in practice due to understandable confidentialiipaerns, especially on a cross-country basis
where several authorities are involved.

It is therefore natural to make use of the existihgoretical models of payment and
settlement systems to model system interdependengiesimplified model of a Securities
Settlement System was used by Devriese and Mitehe]6] to investigate the spread of a
liquidity crisis created by the default of the bégt participant of the system. Similarly, the
approach followed in this paper relies on the dsamdomly generated transactions, building on
the single RTGS model developed in a previous pageBeyeler, Glass, Bech and Soramaki

([7D.

2.2. Objectives of the model

A key objective was to build a model that could tca@ the different forms of
interdependencies identified by the CPSS WorkinguBron System Interdependencies. In
particular, the Group has identifiaystem-basethterdependencies (for example PvP or DvP
arrangements, or liquidity bridges between two eysd), institution-basedinterdependencies
(when a single institution participates or providesgtlement services to several systems), and
environmental-basednhterdependencies (for example when a range demss depend on a
common service provider, such as a messaging sepvvider). The model presented in this
paper explicitly incorporates the first two formiimterdependencies identified by the Working
Group. Sketch 1 illustrates the different formsmérdependencies included in the model.

System-based Institution-based
Interdependencies Interdenendenci
Payment or Payment or
Payment or Payment or Settlement Settlement
Settlement Settlement System A System B
System A System B

N/

Financial
Institution

Sketch 1: System Interdependencies
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3. Description of the model

3.1. Model overview

An overview of the model is provided in sketch 2.eTimodel consists of two RTGS
systems settling payments in two different curresciFor the ease of exposition, these
currencies are referred to dollar ($) and euroaf@ the systems are denoted as RTas
RTGS, respectively, although the model has not been readitl to fit any specific “real-life”
situation. To simplify things, the two RTGS systearse assumed to operate continuously 24
hours a day and seven days a week. Consequenthpfelay or overnight issues are ignored. In
the model, the two RTGS systems are linked throudlewa “global banks” that are direct
participants in both systems and carry out FX trgdwith each other (institution-based
interdependency). Each RTGS therefore processesvitslocal currency payments, as well as
the corresponding leg of the FX transactions trabigdhe global banks. Those FX legs are
treated as local currency payments in each RTG&myand are thus settled one-by-one and
continuously during the day.

The two RTGS systems can also be linked througayanpnt versus payment mechanism
(system-based interdependency) that ensures thétaimaous settlement of both legs of the FX
transactions on a gross basis. In the model, thenkReéhanism can be turned on (PvP) or off
(non-PvP), in which case the two legs of the FX trades atedsetdependently.

RTGS?® Settled $
transactions

Local $
Payment Instructions

EX trades PvP Constraint
(possibly)
Local & RTGS® Settled €

Payment Instructions transactions

Sketch 2: Overview of the model

The euro and dollar RTGS systems are consequeanttylinked through two different
channels:

* An institution-based interdependency: the commamonmng flows of FX trades
performed by the global banks (FX trading is madessible by the dual
participation of the global banks)

» A system-based interdependency: the PvP mechanism.

With regards to local currency payments and th#ese¢nt hereof, our model is for all
practical purposes similar to the single RTGS mguteposed by Beyeler et al. @ongestion
and Cascades in Payment Syst€fvih. The single RTGS model is briefly describedhe next
section. The model of Beyeler et al. was extendetaatapted to include the settlement of FX
trades among global banks. The model extensionhadescribes the submission and settlement
of FX trades is presented in secti®d.
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3.2. Local payments submission and settlement

We consider an economy populated witoductive agentsbanks and acentral bank
administering an interbank payment system. FiguiBudtrates the model components, state
variables, and processes, as presented in [7]. Rreeluagents, representing the external
economy, hold deposits at banks to settle obligatarsing from trades with each other. Banks
maintain balances at the central bank to transferfinds related to the payment instructions
received from their agents and destined to agents baakwiper banks.

A local banki that say participates in the dollar RTGS is charézed by its level of
customer deposits in dollar§?®(t), and its balance of reserves at the Central B&1Kt). A

global bank is characterized by deposits and resdrveach currency. For simplicity we assume
that all payments are of equal size and normalireghe. A bank's ability to execute payment

instructions depends on the availability of fundsits account at the Central Bank. We assume
that banks choose to settle payments wheneverhiéney funds to do so. When a bank does not
have the necessary liquidity to settle a payment (i.e., Wieehank's balance at the Central Bank
is zero), the payment instructions are placed auguWhenever funds are received by a bank,
these funds are used to immediately settle previously duesguctions.

The arrival of payment instructions to the banksi@deled as a Poisson process with time
varying intensity. We assume that payment instomstito a bank are driven by the level of

depositsD®(t) held by its productive agents, which may be converted ipayeent instruction
with a constant probability per unit tim@?

The expected rate of instruction arrividi(t) to banki is thus defined as:

(1)) = p*DP (1) (1)

Accordingly, payment arrival rate increases as inognpayments add to deposits and decreases
as payment instructions from the productive agdefdete deposits. It is important to note that
the above equation provides only the average icistru arrival rate. The actual number of
payment orders arriving to bankluring a time period will depend on a random draw.

3.3. Topology of the payment systems

3.3.1. Payment networks

A payment system can be seen as a network of ipanis linked through the payments
they exchange, whereby topology refers to the stracvf the payment flows. Two payment
systems that would have exactly the same partitspand would process similar amounts of
payments for an equivalent value could still beyvdifferent in nature, depending on their

topology.

In very small payment systems (such as the Fremagimpnt system PNS for example,
which has only 17 participants) it is common thatleparticipant emits payments towards each
of the other participants: we thus have a comphetgvork. On the other hand, large payment
systems, such as Fedwire®, are often characterizadcbye of a few very large participants that
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exchange many payments with many counterparties, aaddrge set of many very small
participants that exchange a few payments with only a fewterqarties.

Central banks have recently started to use the wfohetwork analysis to characterize the
topology of their payment systems ([8], [9]). In flmure, this work might help central banks to
better assess the criticality of payments and partitspaith regard to the entire network.

With regard to modeling payment systems, it is ingoarto ensure that the topology used
in the model is realistic, as the topology playarge role in the response of the payment system
to a shock.

Both systems in the model have 100 participantsoduivhich 94 participants in each
system are “local” banks that only settle paymenithin that system. The remaining six
participants in each system denote six “global’Ksawhich participate in both systems. Due to
the fact that they participate in both systems, thaye the ability to make payments in both
currencies. In the model only these banks carry FXttrading with each other. Figure 2
provides an overview of the structure of participation enrtiodel.

3.3.2. Creation of the model network for local paym  ents

Regarding local payments, the topology of both RBgS8ems follows a scale-free degree
distribution, meaning that both systems have manglldpanks which exchange few payments
with a few counterparties and a few large bankscwl@xchange many payments with many
counterparties. As shown in [9, 10], real world sysesuch as Fedwire® and BoJ-NET can be
characterized as such.

In the model, a number of links are created betwbhendifferent banks to represent the
payment flows. In what follows, we explain the netivgeneration process for RT&8Snly, but

the same approach also applies to R¥GSach banki within RTGS is linked to K?

counterparties, where the initial distribution afkis per bank among the 100 participants in each
network is assumed to follow a power law:

p(k#(0)=k)O k_ly 2)

where y is a parameter whose value was fitted to producavarage of 12 counterparties per

participant over the 100 participants, which is espntative of the average number of
counterparties in the core of the Fedwire® and TARGHWorsS.

Payments flow in both directions along each linkthe network, and only along those
links. Two banks that are not connected by a limkréfore exchange no payment at all. Each

network link, connecting bankand banl is assigned two independent weights at randwl}*n:

represents the share of baik outgoing payments that are directed towards Qaakd Wj.ﬁ

represents the share of bgiskoutgoing payments that are directed towards Ibaike average
payment flows between two banks need therefore not to la¢ iedaoth directions.

Although the net flow along any network link maytrme zero, each RTGS system is
assumed to be in equilibrium initially, that is tyshat at the beginning of the simulation, each
bank is expected to receive on average as manygudgms it emits. The initial deposits at each
bank are assigned to enforce this condition, given the nalydyenerated link weights.
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The initial gross payment flows out of bahkn RTGS, |¥(©) are on average equal to

<Ii$ (O)> = p*D?®(0), as introduced in sectidh2. The average gross payment flows to biaak

the beginning of the simulation ary" w? <| ]f$(o)> = > w; p°D; (0), where N} denotes the set
jON® jON®

of banks that are linked to bank i. The initial édpuium condition can thus be written as the

following system of equations, wheg is the total number of banks in RT&S

nio[1Ne], D20)= S wiDP () (3)
jON;
This system of equations is then solved for theiligating initial depositsp®©) given the
specified total amount of deposits in the RTGS, and thequgly chosel(wﬁ ) coefficients.

N

3.3.3. Initial allocation of bank balances

We follow [7] on the initial allocation of the barkalances. Each participant to RTGS
(respectively RTGS sets its initial central bank balan&? (0) (respectivel\B (0)) in order to

control its liquidity risk (the risk of being unabto process the orders of its customers due to an
insufficient balance) at the lowest possible c@st haintaining large balances at the Central
Bank entails an opportunity cost for the banks).

In this model, the initial RTGS balance of the banks is takeportional to the square root
of their initial level of deposits:

B*(0)=1°. /%@ and  Bf(0)=1°. Djﬁo) (4)

wherel® and|€ are parameters that characterize the level ofdiuin RTGS and in RTG$§
respectively, and wherd{ and d{ are the system deposit parameters, simply takeal ¢ég $1
and €1 respectively.

The importance of the initial allocation of bank drades was assessed in a sensitivity
study, in which different models of initial allogat were tried. It appeared that the initial
allocation of liquidity between the banks does deénge qualitatively the results obtained. It
was also shown that for a total amount of liquidityhin a RTGS, the "square root allocation”
used in this paper, led to a significantly lowerdkof queuing than a "proportional allocation”,
for high levels of liquidity. This result can beuitively related to the random walk nature of the
evolution of a bank's balance ([7]).

3.4. FX trades submission and settlement

In addition to their participation in the two RTGgtems, the six global players make FX
trades (at a constant exchange rate of 1) betwaan@her. The local players do not participate
in those FX transactions.

As for the “local payments”, we assume that theamer FX transactions made by a bank
are driven by the level of deposits held withirstbank. The average number of dollar for euro
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trades (respectively euro for dollar trades) bangerforms in a given unit of time is thus
proportional to D* (respectiveD). Similarly, the probability of one of banks clients
engaging in a say euro for dollar trade in a giuveit of time is assumed to be proportional to
Df. Therefore, if we consider that the productive agi@lo not have any preference regarding
their FX trade counterparty, we can assume thatptiobability of one of bank’s clients
engaging in a dollar for euro trade with one oflbgs clients will be proportional to the product
D°D;.

For every pairi(j) of global banks, the average dollar for euro deantion rate between
banki and bank is given by:

$€ — FX Di€ (O) D?(O) $ €
(I ®)=p x (O)W/Df 02 OPi® (5)

where p™ is a constant parameter describing the level oftfading activity between the two

€ $
RTGS systems. The use of t Bi$8 /528 proportionality coefficient guarantees that
i ]

<I”$€(O)> :<I Jf‘§€(0)> as well as a finite return time towards the ihisteady state. The retained

proportionality coefficient simply translates treef that we expect certain stability regarding the
currency holdings of the banks during a simulatias.in reality, we do not expect the largest
participant to RTGSselling off all its euros in order to become thegest participant in RTGS
The FX trading activities of the global players Iwthus only let them oscillate around their
starting position.

Contrary to the case of local payments, we choskesaribe the FX market as a complete
network, that is to say a system where each ppaintitrades with every other participant. This
assumption is fairly realistic for a small systefrsix large banks of similar size, while it would
have been totally unrealistic for a local RTGS sgstvith many participants of different sizes.

4. Correlations between the two systems

In this section, we wish to investigate whether sle¢tlement activity of the two RTGS
systems becomes correlated because of the twonsysterdependencies introduced in the
model (the PvP mechanism and the dual participatighe global players). We consider that the
settlement activity of the two RTGS systems is {fpasy) correlated provided that, statistically,
a period of high settlement activity (respectivalperiod of low settlement activity) within one
system corresponds to a period of high settlemetitity in the other system (respectively a
period of low settlement activity).

We can observe visually the degree of correlatietwben the two systems by using
settlement rate scatter plots such as the onesrgeskin figure 3 and figure 4. Two simulations
were performed to make each of those two figurese €mulation was run with a low level of
liquidity (blue dots), and one simulation was ruithma high level of liquidity (red dots). Each
dot of the scatter plot corresponds to a certaie tivindow of the simulation (the duration of the
simulation was divided into one thousand time wingdaf constant duration). The abscissa of
the dot corresponds to the settlement rate obsém@TGS during the considered time window
(i.e., the number of local payments and FX legfesktn RTGS divided by the duration of the
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time window). The ordinate of the dot corresponuighe settlement rate observed in RFGS
during the same time window.

In both figure 3 (non-PvP settlement of FX tradasyl figure 4 (PvP settlement), we can
observe that the amplitude of the variations of se¢tlement rates is much higher at low
liquidity. Indeed, at high liquidity, the paymentre settled nearly immediately. As a
consequence, the queues are almost empty and tthesm&mt rate remains very close to the
arrival rate of the payment orders. At low liguyditowever, the size of the queues vary greatly
over time. Periods of congestion, characterize@ lbgw settlement rate and the building up of
the queues, alternate with periods of cascadesaciesized by a high settlement rate and a
massive release of queued payments.

With regard to the observed degree of correlatibthe two systems, table 1 summarizes
the main findings of figure 3 and figure 4.

Degree of correlation between the settlement  Settlement mechanism for FX transactions
rates of the two systems non-PvP PvP
Level of liquidity (the Low -0.02 0.83
same in both systems) High 0.22 0.22
Table 1: Degree of correlation between the settleme  nt rates of the two systems (a value of 0
corresponds to a perfectly uncorrelated case, while a value of 1 corresponds to a perfectly

correlated case)

At high liquidity, there is a slight degree of ocelation between the two systems,
corresponding to the level of FX trading. This veapected since a period of high FX trading
will tend to increase simultaneously the throughipuboth systems. The settlement mechanism
(PvP or non-PvP) does not have any impact on #hdteeat high liquidity, as all payments settle
nearly immediately, irrespective of the settlemmeichanism in place. The degree of correlation
between the outputs of the two systems is 0.22) bothe PvP case and in the non-PvP case.
This value tends to increase when the level of EXviy (the relative share of FX trades
compared to the total amount of payments processetdg¢ases. The top sketch of figure 5
illustrates the coupling induced by the FX tradaugivity at high liquidity.

At low liquidity, the systems are no longer govetrey the arrival of payment orders, but
rather by their internal physics of congestion (fayment orders are queued due to a lack of
liquidity) and cascades (as the settlement of alywewived payment order can trigger the
release of several queued payments). The two sgstieem appear completely uncorrelated in
the non-PvP case, as the correlation caused bgdimemon FX input has disappeared in the
internal process of congestion and cascades. Hitesplot shown in figure 3 has thus a nearly
perfect circular shape. The middle sketch of figbrellustrates the decoupling of the two
systems.

At low liquidity in the PvP case, the settlementesaof the two systems appear highly
correlated, as shown by the “comet shape” of thattesc plot presented in figure 4. The
correlation caused by the common FX input in thghHiquidity case has been replaced by a
mechanical PvP release correlation between thesitems. The degree of correlation of the
settlement rates of the two systems is then 0.B8.bbttom sketch of figure 5 illustrates how the
PvP mechanism creates a coupling between the tsterag at low liquidity.
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5. FX settlement risk under non-PvP

In this chapter, we will show that in the non-Pv&se, the credit exposures that arise
between the global players create a strong intemdgncy between the two systems. The level
of exposures will be shown to depend on the liquidvailable in each of the two systems and to
increase as the liquidity is decreased (sectior). Svibreover, we will demonstrate that a
structural imbalance between the two systems mgef liquidity can have the same effects as a
time zone difference between the two systems, aod tesult in significantly high levels of
exposure (section 5.3). Finally, we will observatthredit exposures can be drastically reduced
by granting the FX transactions a higher levelradnity than the local payments (section 5.4).

5.1. Calculation of the FX exposures

When the FX trades are settled non-PvP, the baatkpidys the first leg of the transaction
will bear a FX credit risk until the other leg dfet transaction is settled in the other RTGS.
Sketch 3 introduces the concept of time-averagpo®xe, defined as the product of the amount
of credit risk involved by the duration of the espoe. The exposure thus corresponds to the area
of the colored rectangles in sketch 3.

An attempt at quantifying those exposures was nuade the proposed model and several
simulations were thus run in the non-PvP case, watlying levels of liquidity in the two RTGS
systems.

In the non-PvP case, we define the following inthcst
« The time-averaged gross exposure of the dollaingdbanks to the euro selling

banks
_ e _ys) 1
Exposurgelling/%elling - Zvalug Hna)(O’tk _tk )? (6)
k
» The time-averaged gross exposure of the euro gddamks to the dollar selling
banks
_ s _.e) 1
EXPOSUI€.eiing/sseiing = ZVaIuek HTlaX(O,tk -t )? (7)
k

* The sum is done over all the FX transactikisettled during the considered period
* Tis the duration of the considered period

» Valug refers to the value of transactikifin this paper, it is always equal to 1)
 tS is the settlement time of the euro leg of trarisadt

« t¢ is the settlement time of the dollar leg of tratizm k

The equations above simply reflect the fact thag FX transaction, the dollar selling bank
will be facing an exposure towards the euro selbagk, if the euro leg of the transaction settles

after the dollar leg of the transaction (i.e.tJf> t?).
It is important to keep in mind that we only corsidjross exposures here. Let’s consider
the case where the two opposite transactions,actina 1 (bank sells $1 for €1 to bani, and

transaction 2 (banksells $1 for €1 to bank are submitted simultaneously and where the euro
leg of both transaction 1 and transaction 2 se#ttele both dollar legs remain pending. The euro
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selling banks are then exposed to the dollar gelbanks for a value of $2, while the net
exposure of banktowards bank would be zero.

Settlement of Settlement of Settlement of

$ selling 15 EX the $ leg ond Ey the Sleg 37 FX the $ leg
Bank transaction transaction transaction
arrives arrives arrives

—>

time
Settlement of
€ selling the € leg
Bank Settlement of Settlement of

the € leg the € leg

- Exposure of the $ selling bank towards the € selling bank

Exposure of the $ selling bank towards the € selling bank

Sketch 3: Exposures created by the non-PvP settleme  nt of FX transactions

5.2. Exposures with the same level of liquidity in both systems

The proposed model was run to quantify the grosdicexposures resulting from the FX
transactions in the non-PvP case for various legélBquidity. We first investigate the case
where both systems have the same level of liquiditye results are presented in figure 6 and the
main results are sum-up in table 2. It is not danmpg to observe that the credit exposures
increase sharply when the liquidity is decreasddigh levels of liquidity, both legs of the FX
transactions settle nearly instantly and thus d¢eted credit exposures remain very limited.

Average gross exposureAverage gross exposute Total
of the $ selling banks tp of the € selling banks to EXDOSUIES
the € selling banks the $ selling banks P
Lowest 734 676 1410
Level of liquidity (the Low 376 381 757
same in both systems) High 221 231 452
Highest 15.3 13.7 29
Table 2: Gross exposures in the non-PvP case, asa  function of the level of liquidity in both

systems, with a normal priority for FX payments and a high level of FX activity

5.3. Exposures with different levels of liquidity in the two systems

It is well known that time zone differences betweRiGS systems result in such
systematic exposures for non-PvP FX trades. Inn@ebow similar way, when one system (for
example the euro RTGS) has a significantly higlkeegel of liquidity than the other system, the
euro leg of the FX transactions will settle sigrafitly faster than the dollar leg. As a
consequence, the banks that are selling euro fitardman expect to face a much higher credit
risk than normal.

This phenomenon is illustrated figure 7, and thénmesults are sum-up in table 3.
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Average gross
exposure of the €
selling banks to the

$ selling banks

Average gross exposure q
the $ selling banks to the 1
selling banks

=,

. Total exposures

Lowest 0.0377 3150 3150
Level of
liquidity in Low 0.413 1400 1400
the $ RTGS High 8.53 365 374

Table 3: Gross exposures in the non-PvP case, asa  function of the level of liquidity in RTGS  ®, for
a constant very high level of liquidity in RTGS

A comparison of table 2 with table 3 teaches ug thlaen the liquidity in RTGSis
maintained constant at the lowest level, increastiegliquidity in RTGS from the lowest level
to a very high level, increases the total exposfroea 1410 to 3150.

A similar phenomenon was also observed when theageesettiement delay within a
currency zone was decreased thanks to an effiodnatday liquidity market (refer to [7] for a
description of the model retained to describe theration of a liquidity market), while the other
currency zone was characterized by a low liquiliityel.

5.4. Influence of FX transaction priority

The influence of the chosen priority level for th¥ transactions was also investigated. In
the model, the two legs of the FX transactionsaititer be given a higher priority than the local
payments (in that case, when a global player lackiuidity receives a payment, the received
liquidity will only be used to settle a local paymef there is no pending outgoing FX leg to
settle) or an equal priority (in that case, thegextions are settled according to their order of
arrival, irrespectively of their nature). Box 8 pites a comparison of the situation between the
high priority case (figure 8.2) and the normal ptiocase (figure 8.1). The simulations clearly
show that using a higher priority for FX paymeritart for local payments sharply decreases the
overall level of credit risk.

Table 4 sums-up the main results of figure 8.2 simould be compared with table 2. It
appears that the exposures have been decreasedoeisty by giving a high priority to the FX
transactions. In addition, we can note that the mtade of the decrease is highest for the
intermediate values of the liquidity level.

Average gross exposure of Average gross exposure af Total
the dollar selling banks to| the euro selling banks to the exposures
the euro selling banks dollar selling banks
Level of Lowest 16.8 16.4 33.2
liquidity Low 4.49 4.35 8.84
(the same in High 2.71 2.78 5.49
syg?gr]ns) Highest 0.384 0.362 0.746
Table 4: Gross exposures in the non-PvP case, asa  function of the level of liquidity in both
systems with high priority given to FX instructions , for a high level of FX activity
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6. Queuing under non-PvP and PvP

In this chapter, we investigate the impact of ldityi on the level of queuing, this time for
the considered case of two RTGSs interacting thrdel§ transactions. We will show that the
PvP mechanism introduces a strong interdependeatwebn the two systems that tends to
increase the average level of queuing when bottesyshave the same level of liquidity (section
6.1). In addition, we will prove that, unlike ingmon-PvP case, where the level of queuing
within one system only depends on the liquidity ioe within this system, when the FX
transactions are settled PvP, the level of queuittigin one RTGS also becomes dependent on
the liquidity present within the other system (g@&tt6.2). We will also show that this effect
increases with the level of FX activity (sectioi®).and sharply decreases when the FX trades
are given a higher order of priority than the Iggayments (section 6.4).

6.1. Queuing with the same level of liquidity in both systems

We first investigate the case where both systeme Hiee same level of liquidity. Figure 9
shows the average number of queued payments itwth& TGS systems, as a function of the
level of liquidity in the two systems. The firstwobus observation is that the level of queuing
increases as the liquidity decreases, whether ®wiRad or not. We can also notice that, as the
level of liquidity is decreased in the two systethg, scatter plots become more dispersed, which
shows that as the size of the queues increasesnpétude of their variations over time also
increase.

With regard to the influence of the PvP mechanisnthe average size of the queues, table
5 sums up the observations of figure 9. It appdélaas in those conditions, the use of PvP
settlement increases the average level of queaing therefore increases the average settlement
delay) in both systems when both systems have deteV of liquidity.

Average queue in RTG%left) and in RTGS Settlement mechanism for FX transactions
(right) non-PvP PvP
Lowest 33 100 33 400 35 300 35 300
Level of liquidity (the Low 14 500 14 600 15 700 15 400
same in both systems) High 4510 4 480 4 890 4 900
Highest 240 241 255 253

systems as a function of liquidity level and
s have the same level of liquidity.

Table 5: Average number of queued payments in both
of the chosen settlement mechanism when both system

We can complement this analysis by looking at t&blleat provides the standard deviation
of the settlement rate in the simulated cases.xgpeded, the use of PvP mechanism increases
the variability of the settlement rate. We can at&de that the tendency of PvP to increase
settlement rate variability is strongest at intedrage liquidity levels.

Standard deviation of settlement rate in RTGS Settlement mechanism for FX transactions
(left) and in RTGS(right ) non-PvP PvP
Lowest 1950 1930 2 150 2120
Level of liquidity (the Low 690 697 1160 1150
same in both systems) High 230 232 377 380
Highest 116 116 117 117

oth systems as a function of liquidity level and
s have the same level of liquidity.

Table 6: Standard deviation in settlement rate in b
of the chosen settlement mechanism when both system
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6.2. Queuing with different levels of liquidity in the two systems

6.2.1. Without a PvP mechanism

This time, we investigate the consequences ofuztsiral liquidity imbalance between the
two systems. As a convention, we set the liquiditydollar system to a lower level than the
liquidity of euro system, and we observe how thesll®f queuing in the two systems evolve as
we let the liquidity level within the two systemary. Figure 10 shows the obtained results for
various levels of liquidity as scatter plots. ltppaars that the liquidity contrast between the two
RTGS systems create systematic differences in ggengtween the richer (higher liquidity) and
poorer (lower liquidity) system.

Table 7 sums up the main results of figure 10. Aseeted, the average size of the queue
increases sharply for a given system when liquidityin this system is decreased. We can also
note that the average size of the queue of a sydggrands on the level of liquidity available in
the other system.

Average queue in RTGS $ (left) Level of liquidity in the RTGS
and in RTGS € (right). The
numbers between brackets al . .
the standard deviation of the Lowest Low High Highest
queue.
Level of Lowest 33 100 33400
liquidity in LQW 33400 | 14 600 14 500| 14 600
RTGS High 32 600 4440| 14600, 4 460| 4510| 4 480
Highest 32 900 235 | 14 800 241 | 4500| 238 240 | 241

Table 7: Average number of queued payments in both
of the level of liquidity in RTGS € and in RTGS $,

This conclusion is confirmed by table 8 which prasehe standard deviation of the settlement

priority of FX payments.

systems in the non-PvP case as a function
for a high level of FX activity and a normal

rate in the two systems. It clearly appears that \tariability of the settlement rate within a
system does not depend on the level of liquidigilable in the other system

Standard deviation %f Level of liquidity in the RTGS
settlement rate in RTGS High Highest
(left ) and in RTGS(right ) HoiEs . ° °
Level of Lowest 1950 1930
liquidity in L(_)w 1940 695 690 697
RTGS I_—hgh 1940 233 709 230 | 230 232
Highest 1900 117 701 116 | 233 116 | 116 ] 116

Table 8: Standard deviation of settlement rate both

the level of liquidity in RTGS € and in RTGS $ fora high level of FX activity and a normal prio

systems in the non-PvP case, as a function of

FX payments.

rity of

We can therefore conclude that in the non-PvP casthe average level of queuing in a
system as well as the variability of its settlementate, is determined only by the liquidity
present in that system.
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6.2.2. With the PvP mechanism

The simulations conducted in secti6r2.1 were re-made, this time assuming that the FX
transactions are settled using a PvP mechanismard~igl.1 shows the average level of queuing
in the two systems, as a function of the leveligditlity in RTGS and in RTG& Figure 11.1
and figure 10 differ only by the chosen settlemmethanism (non-PvP for figure 10, and PvP
for figure 11.1), and a comparison between those svelearly highlights the influence of the
PvP mechanism. Especially, when the liquidity leisehigh in RTGS and low in RTGS a
further reduction of the liquidity level in RT&$ncreases significantly the level of queuing in
RTGS in the PvP case (figure 11.1), while it remainthaiit effect in the non-PvP case (figure
10).

Table 9 sums up the main results provided by fidurd. For each level of liquidity in the
two systems, the table presents the average nuofbg@ueued payments in each RTGS. Of
course, the average size of the queue in a givetersyincreases sharply when liquidity within
this system is decreased, as in the non-PvP cam#raty to the non-PvP case however, the
average size of the queue in one system also depamdhe liquidity available in the other
system.

Average queue in RTGS Level of liquidity in the RTGS
(left ) and in RTGS(right) Lowest Low High Highest
Level of Lowest 35 300 35 300
liquidity in LQW 33 400 18 100{ 15 700| 15 400
RTGCS High 33 400 10 700{ 14800 5890| 4890| 4 900
Highest 32 400 3600| 14500| 1670|4580 618 255 | 253

Table 9: Average number of queued payments in both systems in the PvP case, as a function of
the level of liquidity in RTGS € and in RTGS $ fora high level of FX activity and a normal prio  rity of
FX payments.

More specifically, when liquidity is decreased wiithhe “less liquid” system, the level of
gueuing increases significantly within the “morquiid” system. This effect appears especially
strong for intermediate levels of liquidity in tienore liquid” system. In addition, we also
observe that the level of queuing in the “lessitijisystem decreases when the liquidity is
increased in the “more liquid” system.

Table 10 presents the standard deviation of théesetnt rate in both systems, in the same
conditions. We can observe that the PvP mechan@ssnan impact on the variability of the
settlement rate by comparing table 10 with tabl@& variability of the settlement rate within
one system becomes dependent on the other sysigansty when FX trades are settled PvP,
yet the effect of the other system's liquidity arying, unlike what we observe for the average
gueues. A detailed analysis of this effect willuig further investigation.

Standard deviation of Level of liquidity in the RTGS
settlement rate in RTGS §$ . .
(left) and in RTGS € (right Lowest Low High Highest
L | of Lowest 2 150 2120
"qsi‘(’ftyom Low 2 000 714 | 1160 | 1150
RTGS High 1990 388 724 312 377 380
Highest 1 900 323 694 166 234 126 117| 117

Table 10: Standard deviation of settlement rate in both systems in the PvP case, in the PvP case,
as a function of the level of liquidity in RTGS€a nd in RTGS $, for a high level of FX activity and a
normal priority of FX payments.
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We can therefore conclude that in the PvP casegwbrge level of queuing in one RTGS,
as well as the variations of its settlement rate,ndt depend only on the level of liquidity
available in that given RTGS, but also on the lexfeiquidity present in the other RTGS. The
two systems therefore appear interlinked as are@as® in the level of liquidity in one system
either through a change in its participant’'s bebawar through a change in the Central Bank
policy will create a positive externality for théher system.

6.3. Influence of the level of FX activity

The level of FX activity, i.e. the relative voluroéFX transactions with regard to the local
payments, is a parameter of the presented modelaifh of this short section is to investigate to
which extent the liquidity interdependency creavgdhe PvP mechanism discovered in section
6.3.1 will be dependent on the level of FX activiBox 11 provides a comparison between the
situation observed for a high level of FX activ{figure 11.1) and the results obtained for a low
level of FX activity (figure 11.2). As could be eegied, we notice that the higher the level of FX
activity, the stronger the interdependency becobstween the two systems linked by the PvP
mechanism.

The results presented in figure 11.2 are recalehble 11. The average level of queuing
in the PvP case for a low level of FX activity, apps somewhat similar to the results obtained in
the non-PvP case (table 7). The level of queuinfiwia system appears to depend only very
weakly on the other system’s level of liquidity. \WMever, when the level of liquidity is
maintained to its highest value in RTGShe level of queuing in RTGSseem to be still
significantly affected by the level of liquidity RTGS.

Average queue in RTGS Level of liquidity in the RTGS
(left) and in RTGS(right) Lowest Low High Highest
Level of Lowest 33 500 33 700
liquidity in LQW 32 400 15200 15000| 14 700
RTGS High 33 300 4800| 14800 4810|,4680| 4570
Highest 32 700 810 | 14 700 476 | 4580 303 | 238 | 246

Table 11: Average number of clueued payments in both systems in the PvP case, as a function of
the level of liquidity in RTGS *and in RTGS ® for a low level of FX activity, and a normal prio  rity of
FX payments

The lack of strong interlinkage between the twateays is confirmed by table 12 which
presents the standard deviation of the settlenadatin both RTGS systems.

Standard deviation g Level of liquidity in the RTGS
settlement rate in RTGS High Highest
(left) and in RTGS right) Lowest Low ) )
Level of Lowest 1 580 1 600
”qﬁi‘(’j‘?tyom Low 1650 500 | 661 | 633
RTGS High 1690 212 622 239 | 231 231
Highest 1 660 112 611 107 214 107 107| 108

Table 12: Standard deviation of settlement rate in both Systems in the PvP case, as a function of
the level of liquidity in RTGS € and in RTGS ¥ for a low level of FX activity, and a normal prio  rity of
FX payments
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6.4. Influence of FX transaction priority

In the model, the two legs of the FX transactioas either be given a higher priority than
the local payments (in that case, when a globalepléacking liquidity receives a payment, the
received liquidity will only be used to settle a&b payment if there is no pending outgoing FX
leg to settle), or a normal priority (in that casiee transactions are settled according to their
order of arrival, irrespectively of their naturddox 12 provides a comparison between the
normal priority case (figure 12.1), and the higlopty case (figure 12.2). It clearly appears that
imposing a high priority for FX payments drastigaleduces the dependency of one RTGS on
the other RTGS’s liquidity.

Table 13 sums up the results of figure 12.2. Theraye level of queuing in the PvP case
for a high FX priority (table 13), appears very ganto the results obtained in the non-PvP case
(table 7). The level of queuing within a systemegg fairly independent of the other system’s
level of liquidity.

Average queue in RTGS ¢ Level of liquidity in the RTGS
(left) and in RTGS € (right) Lowest Low High Highest
Level of Lowest 35 000 34 900
liquidity in pr 33 200 15800[ 15300 | 15300
RTGS High 32 900 4720| 14900| 4720|4760| 4 750
Highest 33 800 286 | 14 500 268 | 4500 240 | 241 247

Table 13: Average number of queued payments in both systems in the PvP case, as a function of
the level of liquidity in RTGS €and in RTGS?®, for a high level of FX activity rate and ahigh F X
priority

Table 14 presents the standard deviation of théesetnt rate in both systems, in the same
conditions. We observe that the variability of fsttlement rate in the PvP case with a high level
of priority for the FX payments is significantlydtier than in the non-PvP case (table 8). The
importance of this effect depends however greatiyttee level of liquidity available. Further
investigation will be required to provide a definit explanation of the phenomena involved.

Standard deviation of Level of liquidity in the RTGS
settlement rate in RTGS § Lowest Low High Highest
(left) and in RTGS € (right
Level of Lowest 2 530 2 530
liquidity in LQW 2170 1340 1350 | 1360
RTGS High 1 800 615 892 691 | 451 454
Highest 1690 128 619 119 | 227 117 | 116 117

Table 14: Standard deviation of settlement rate in both systems in the PvP case, as a function of
the level of liquidity in RTGS €and in RTGS?®, for a high level of FX activity rate and a high F X
priority
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7. Conclusion

The parsimonious model of RTGS payment system pusly developed and presented in
[7] has been used to describe the interactionsdeiviwo separate systems, each operating in a
distinct currency. The original model has beenhgligmodified and complemented by a simple
model describing the random arrival of FX transawdi performed by a set of global banks that
participate in both systems.

This dual participation, and the resulting commarilow of FX trades, creates an
institution-based interdependency between the tygtems. As a result, the activity of the two
systems is shown to become correlated at highdeskliquidity, in the sense that a period of
high settlement rate within one RTGS is statistyclikely to correspond to a period of high
settlement rate within the other RTGS.

In the model, FX trades are settled on a grossshasiher PvP (both legs of the FX
transactions can only be settled simultaneouslyloorPvP (both legs of the FX transactions are
settled independently). The use of a PvP mechatussettle FX trades results in a system-based
interdependency between the two systems. Consdguéme activity of the two systems is
shown to become correlated at low levels of ligidi

When the FX trades are settled non-PvP, some ceggibsures are created between the
global banks that engage in FX trading. Those exgssare shown to be dependent on the level
of liquidity present in each RTGS. Moreover, it apps that a structural liquidity imbalance
between the two systems leads to very high expssbseacting in a similar way as a time zone
difference between the two systems. The model hewstiows that those exposures can be
drastically reduced by granting the FX transactiankigher level of priority than the local
payments.

When the FX trades are settled PvP, the creditsaxpes between the global banks vanish.
However, the PvP mechanism creates another kinttertdependency between the two systems.
Indeed, the model shows that in the PvP case, wbrmge level of queuing within one RTGS
does not depend only on its own level of liquidike in the non-PvP case, but also on the level
of liquidity in the other RTGS. More specificallwhen liquidity is decreased within the “less
liquid” system, the level of queuing increases gigantly within the “more liquid” system. This
effect appears especially strong for intermediatels of liquidity in the “more liquid” system.
In addition, we also observe that the level of gogun the “less liquid” system decreases when
the liquidity is increased in the “more liquid” R B3 This interdependency increases with the
level of FX activity, and sharply decreases whea BX trades are given a higher order of
priority than the local payments.

The results obtained so far by the model can ajréa&dused to qualitatively describe and
document the effect of the interdependency crebyetthe FX transactions and the possible PvP
mechanism on the activity of the two systems. la fhture, the model could be used to
investigate more specific questions, such as theamuences of net funding for the settlement of
FX transactions, or the impact of the creationmirdraday FX swap market. The cross-border
spread of liquidity disruptions, for example follmg the technical default of a major participant,
could also be modeled with the proposed approach.
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Table of symbols:

The variables relative to the local payments wetg explicitly provided for RTGS

Variable Dimension Description
B.$ (t) money ($) Payments account balance of Bamkhin RTGS$
System deposit size parameter in RTGS $, taker gqua
$
ds money ($) to $1
Total amount of $ deposits held by Bansn behalf of
$
D7 (1) money (3) its customers at time
. Rate of arrival of payment instructions to Bank
$
1> (0) 1/time RTGS $
| 9t 1/time Rate of arrival of FX trades instructions consigtof
i (t) Global Bank selling $1 to Global Bankfor €1
Ki$ _ Number of counterparties of Bankn RTGS $
|® money ($) Liquidity factor parameter in RTGS $
NS _ Total number of banks in RTGS $
Ni$ _ Number of counterparties of Banwithin RTGS $
: Probability that a payment instruction will be isgun
$
P 1/(money ($).time) RTGS $ per unit of time and of deposit
. Probability that a payment instruction will be igdun
FX
P 1/(money ($).money (€).time) RTGS $ per unit of time and of deposit
$ Share of Bank's outgoing payments that are directed
Wi - towards Bank in RTGS $
Power-law exponent of the distribution of
4 _ counterparties per bank. Its value was fitted simas
produce an average of 12 counterparties per bank
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Central bank $

© Bankireceives a continuous stream of paymengrsrffom its depositors. The averape
volume of payment orders received by a bank isntak® proportional to the current
level of deposits at this bank.

® Depositor account of bank D is debited.

©® The RTGS account balance of baniB},, is checked.

® If Bank i does not have sufficient liquidity at ti@entral Bank to settle the payment
(since we consider only payments of unit size, ugt gheck ifB°® is greater than zero),
the payment is queued.

©® Otherwise, the payment is settled atlis decremented.

® The receiving bank is taken randomly among Bankcdsinterparties. The RTGH
account of the receiving bank, bank j, is increradnt

® The depositor account of bank j is incremented. piobability of bank j to receive a
payment order from one of its depositors is thushmaaically increased.

® If bank | has some outgoing queued payments vggitine payment with the earliest
submission time is released (FIFO order).

Fig 1: Processing of local payments

23/31



Smaller $ local
players

Smaller € local
players

RTGS' has 100 direct participants (and no indirect paudint):

RTGS has 100 direct participants (and no indirect pgodint):

94 “$ local players” (labeled as;A0 Ag7), which only participate
in RTGS

6 "global players" which participate to both RTGSHd RTGS

the 3 top banks in RTESA,, A, and A which are also in the to
20 of RTGS

the 3 top banks in RTGSE,, E, and & which are also in the to
20 of RTGS

94 “€ local players” (labeled as B0 Ey7), which only participate in
RTGS

6 "global players" which participate to both RTGSd RTGS

the 3 top banks in RTGS €3,B5, and E which are also in the to
20 of RTGS

the 3 top banks in RTGSA,, A, and A which are also in the to
20 of RTGS

Fig 2: Structure of participation in the model
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Local $ payment orders

$ legs of FX trades

High liquidity FX trades
(PvP or non-PvP)

€ legs of FX trades
Local € payment orders

At high liquidity (PvP or non-PvP), transactiondtigenearly instantly after their submission. The
two legs of the FX transactions that are submisietlltaneously to both RTGSs, will settle nearly
simultaneously at high liquidity. Therefore the mutt of the two RTGSs will be correlated, and thg
amount of correlation between the outputs will @age with the relative importance of FX trading
compared to local payments. The settlement meaiai#sP or non-PvP) does not have any impa
on the results.

=D

~

Local $ payment orders Cogesions | @ @ Setfled @ @

cascades ® @ payments () P

Low liquidity,
non-PvP case FX trades

Congestions | @ @ Settled ©® @

and

Local € payment orders L | @@ payments® @

At low liquidity in the non-PvP case, the inlet pding is lost in the internal process of congestion
and cascades, and the output settlement flowsedithb systems are uncorrelated.

Local $ payment orders Congesions Settled
cascades payments
Low liquidity,
VP case FX trades PP link
Congestions Settled
Local € payment orders S Nl payments

At low liquidity and under the PvP constraint, timet coupling is lost in the internal process pf
congestions and cascades. However the PvP constresares both legs of the FX transactions will
settle simultaneously or never. The queue building release processes of the two systems will
therefore be correlated, as congestion in one syfdeeventing some FX legs to settle) will prevgnt
the FX trades in the other system to settle as. Wlelhversely, a release of FX legs in a system will
trigger a similar release in the other system, ma#y leading to a massive cascade of settlements
The degree of coupling between the two systemstloarefore be much more important than in the
hiah liquidity case

Fig 5: Structure of the participation in the model
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FX exposure with various liquidity levels - Equal Priority
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Fig 6: Gross exposures between the € selling ban#tghe $ selling banks, when
both RTGSs have the same level of liquidity, withoamal priority for FX
payments, with a high level
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Fig 7: Influence of the liquidity level in RTGS $ ¢he total gross exposures arising
between the € selling banks and the $ selling hankke non-PvP case, with a high
level of FX activity, for a constant high level lgfuidity in RTGS €
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Fig 8.1: Gross exposures between the € sellingdand the $ selling banks, when both
RTGSs have the same level of liquidity, watmormal priority for FX payments
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Fig 8.2: Gross exposures between the € sellingdand the $ selling banks, when
both RTGSs have the same level of liquidity, vathigh priority for FX payments

Box 8: Influence of the relative priority of the Fpayments with regard to the local payments on
the total gross exposure arising between the fhgdlanks and the $ selling banks, when both
RTGSs have the same level of liquidity in the neftase, with a high level of FX activity

28/31



-

vy 50000

O

~

= l.o.west Liquidity
40000 [ =

.% ° 1H.‘l.

>

8 30000 o o HG°

©

(D)

o)

3. 20000+ Low Liquidity

“5 Settlement

5 ® Non-PVP

O 10000 B PVP

g High Liquidity

[ o

Q’ - - - -

& 0+ ™ Highest Liquidity

(D] T T T T T T

éf 0 10000 20000 30000 40000 50000

Average number of queued payments in RTGS €

Fig 9: Influence of the PvP mechanism on the averageues in both RTGSs, when both
RTGSs have the same level of liquidity, for varidesxgels of liquidity
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Fig 10: Average number of queued payments in bdt6&s, in the non-Pvease, for variou
levels of liquidity in each RTGS, and a high legeFX activity.
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Fig 11.1: Average number of queued payments in BGGSs, in the PvP case, for
various levels of liquidity in each RTGS, aadhigh level of FX activity
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Fig 11.2: Average number of queued payments in BGGSs, in the PvP case, for
various levels of liquidity in each RTGS, aadow level of FX activity

Box 11: Influence of the level of FX activity onetlaverage number of queued payments
in the two RTGSs, in the PvP case, with a normakipy for FX payments
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Fig 12.1: Average number of queued payments in BGiGSs, in the PvP case, for
various levels of liquidity in each RTGS, aachormal priority for FX payments
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Fig 12.2: Average number of queued payments in BGiGSs, in the PvP case, for
various levels of liquidity in each RTGS, aadhigh priority for FX payments

Box 12: Influence of the relative priority of th&Xfpayments with regard to the local
payments on the average level of queuing in theRWGSs, in the PvP case, for a high
level of FX activity
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