ABSTRACTS

This document provides detailed information for the presentations, demos, CD open source software, and the luggage tag at the NNSA/ASC SC2004 booth.

Presentations

Tue Nov 9

Performance Tools / Performance Analysis with Vprof 

Scott Cranford (SNL)

This presentation will discuss how to view and analyze CPU utilization of scientific applications with VProf.

TAU Performance System

Prof. Allen D. Malony, Sameer Shende (U. Oregon)

TAU – Tuning and Analysis Utilities – is a portable profiling, tracing and visualization toolkit for parallel codes. It supports MPI, threads (OpenMP and pthreads), and hybrid (MPI+threads) programs written in C, C++, FORTRAN, Python and Java. TAU is very portable and has been ported to a number of platforms including SGI IRIX, Intel x86 Linux, Sun Solaris, IBM AIX, HP HP-UX, HP Alpha Tru64, NEX SX, Cray X1, T3E, SV-1, Hitachi SR8000, Apple OS X and Microsoft Windows. The TAU performance tools project is funded through an ASC/NNSA Level 3 grant.
New ASC Platforms at LLNL -- BlueGene/L and ASC Purple

Mark Seager (LLNL)

This presentation will provide an update and status on two new ASC platforms at LLNL: BlueGene/L and ASC Purple.

http://www.llnl.gov/asci/platforms/bluegenel/

http://www.llnl.gov/asci/platforms/purple/index.html

The ASC/DOD Scalable I/O History and Strategy

James Nunez, Gary Grider (LANL)

The ASC/DOD Scalable I/O History and Strategy - This presentation covers how the ASC program identified and addressed the need for a global parallel file system for clusters and the enterprise.  A review of the process taken, the requirements, the research and development undertaken, and a current status of this process is presented.  Additionally some proposed future activities in this area are presented. 

ASC Platforms at LANL

Steve Shaw (LANL)

This presentation will provide an update and status on LANL's high-performance ASC computers.

SC04 Special Initiatives: StorCloud and InfoStar

Ken Washington (SNL)

StorCloud, a new conference initiative this year, builds a High Performance Computing (HPC) storage capability to showcase HPC storage technologies (topologies, devices, interconnects). StorCloud's storage on request area network capability, comprised of state-of-the-art heterogeneous devices and technology, supports researchers and demonstrates high bandwidth applications.

This presentation will provide an overview of the StorCloud Special Initiative.

Real-Time Remote Desktop Visualization of Extremely High Resolution Displays

L.G. Pierson (SNL)

See the description for his demo.

The Ribosome Comes to Life on ASC Q: Movement of RNA into the Ribosome

Dr. Kevin Sanbonmatsu (LANL)

Our simulations of the ribosome are the largest to date in biology (8.1 times larger than the largest) and are the first simulations of the ribosome, the molecular machine essential to all forms of life. The simulations open the door to million atom simulations in biology and ribosome related drug discovery with important homeland defense applications. Simulations have been visualized in stereo at the LANL RAVE 3D Fakespace with Laura Monroe, Karl Heinz Winkler and David Modl of CCN-8. 

Detection of System Abnormalities Through Behavioral Analysis of ASC Codes

Dr. Ann Gentile, Jim Brandt (SNL)

See the description for their demo.

pNFS: Extending NFS to Become a Parallel File System

Peter Corbett (Network Appliance)

This presentation will highlight work being done at the IETF to standardize file system interfaces for High Performance Computing used in simulations. It is based on work being done jointly with the University of Michigan and Carnegie Mellon University. 

Visualization Solution Using Infiniband and Lustre

Bill Boas, Holger Jones (LLNL)

See the description for their demo.

Modeling and Simulation at the Y-12 National Security Complex

Vincent E. Lamberti (Y-12)

At the Y-12 National Security Complex, we are presently employing modeling and simulation to deepen our understanding of the aging and compatibility of materials, to improve our design and diagnostic procedures, and to optimize our manufacturing processes.  Our ultimate goal is to establish a science-based model for each step of our manufacturing stream, from design through shipment, and a 3-D definition of every part that traverses it.  This presentation will highlight a number of our modeling and simulation efforts and illustrate how they enhance our capabilities as an able, agile, and affordable resource for national security.

Wed Nov 10

LANL ASC Visualization Corridor Update 

Dave Modl (LANL)

LANL ASC Visualization efforts update.  A description of our visualization facilities, computing platforms, our current analog video delivery systems and our future work with digital, point to point delivery to large multi-panel display venues and users' offices.  I will also discuss some of the software efforts.  

Simulations and Experiments on the National Ignition Facility

Steve Langer (LLNL)

This simulation was run on 3840 processors of thunder. It is an example of the large simulations that are now being run in support of experiments on facilities

like the NIF.

Btime: A Clock Synchronization Tool for Linux Clusters

Josip Loncaric, PhD (LANL)

BTime maintains tight clock synchronization between nodes in a Linux cluster.  Closely synchronized clocks are useful in parallel performance measurements as well as in synchronizing activity without communication. 

StorCloud Challenge Demonstrations

Helen Chen, J. Kenny, P. Pebay (SNL) D. Bremer (LLNL) 

See the description for their demo.

Javelina: Analysis Tool for Studying Application Based Source Test Coverage

David R. Kent (LANL)

Javelina is a new, advanced code coverage tool that allows complex logic to be applied to code coverage data.  Using this logic, lines executed by end user runs

of an application can be compared to lines executed during standard test cases.

This "application coverage" is arguably more relevant than "standard line coverage."  The details of how Javelina works, and how to use Javelina will be covered.  

Scalable Line Dynamics in ParaDiS

Vasily Bulatov (LLNL)

We describe an innovative highly parallel application program, ParaDiS, which computes the plastic strength of materials by tracing the evolution of dislocation lines over time. We discuss the issues of scaling the code to tens of thousands of processors, and present early scaling results of the code run on a prototype of the BlueGene/L supercomputer being developed by IBM in partnership with the US DOE’s ASC program.

The Red Storm Platform at Sandia

Jim Tomkins (SNL)

This presentation will provide and update and status on Red Storm, the 40 teraflop ASC supercomputer being manufactured by Cray and installed at Sandia. 

FLASH Code Version 3

Anshu Dubey (U. Chicago)

Flash is the community code for numerical simulation of complex physics phenomenon. At University of Chicago, it is used to Astrophysical simulations.

The University of Chicago is one of the ASC Alliances.

Simulation of Dynamic Response in Turbulence and Combustion

Sharon Brunett (Caltech)

At the California Institute of Technology (Caltech), the Center for Simulating the Dynamic Response of Materials is developing simulation codes for its virtual shock physics test facility (VTF). The VTF ultimately will offer a suite of computational applications integrated for performing multidisciplinary simulations. Caltech is one of the ASC Alliances. 

The Eclipse Parallel Tools Project

Greg Watson (LANL)

The Eclipse Parallel Tools Project proposes to enhance the Eclipse Platform to support the integration of highly interoperable parallel tools into a robust, commercial quality, integrated development environment (IDE) for the development of parallel applications. The presentation will outline the results of the first milestone of the project, and will include a demonstration of the software in action. 

Unified Data Model - Parallel I/O Library for Simulations and Data Management

William Dai (LANL)

Unified Data Model (UDM) is a library for I/O and data management developed for large scale simulations, which has been developed under the ASC program at LANL for three years. Its capability to deal with a broad range of unstructured meshes and its parallel I/O performance have made the library unique in the scientific community.

High Performance Storage for Cluster Computing: What do we do Next?

Garth Gibson (Panasas)

High performance computing demands high performance and high capacity storage. HPC requirements are now petabytes of capacity and approaching hundreds of gigabytes per second of bandwidth. In recent years there has been a wave of innovative technologies focused on scalable storage for clusters and HPC, providing tens of gigabytes per second, multi-terabyte files read and written concurrently, wide server striping, object storage and object file systems, and high bandwidth storage networking, to name a few.  This presentation will discuss a wide range of HPC storage enabling technologies and how their plans and initiatives will meet tomorrow's HPC bandwidth, capacity, and manageability requirements.

Thur Nov 11

Simulation of Turbulent Reacting Flows in Realistic Jet Engine Combustors 

Frank Ham (Stanford) 

As one of the five university alliances under the Department of Energy's ASC program, Stanford's Center for Integrated Turbulence Simulations is using the ASC computers to simulate the complex flow and heat transfer through jet aircraft engines. These simulations tightly integrate two different codes running in different regions of the engine, each with different mathematical descriptions of the physics involved. The resulting coupled simulation capability allows the investigation of interactions between engine components, and may lead to improved engine designs in terms of efficiency, emissions, and reliability.

Ohio Supercomputer Center - Springfield Center and Visualizations

Kevin Wolhever (OSC)

This presentation will provide an overview of the OSC-Springfield project, the resources and current projects.

Simulation of Hard and Deeply Buried Targets

Brian Carnes (LLNL)

LLNL has developed codes for assessing the effects of nuclear weapons on buried targets. The presenter will show results from a simulation using the Livermore Distinct Element Code (LDEC) A "Targeted", Efficient, and Scalable Solution.

A Fully Integrated Fire and Container  Simulation

Steve Parker (U. Utah)

Tri-lab Institutes Session with representatives from all 3 labs plus Ken Kennedy (Rice) speaking on Tri-lab collaborations. 

1:00 - 1:45 LANL / Ken Kennedy

1:50 - 2:35 LLNL

2:40 - 3:25 SNL 

Demos

Demo Station 1:

Visualization Solution Using Infiniband and Lustre

Bill Boas, Holger Jones (LLNL)

This demonstration shows the use of distributed multiple displays for visualizing the results of scientific simulations on a cluster of Intel XeonEMT64 systems

grouped for 3 different functions:

· compute nodes for MPI based computing; 

· server nodes for a Lustre file system; 

· workstations with nVIDIA Quadro FX 3400 adapter for graphics and visualization: 

All interconnected by a federated Infiniband fabric using multiple low radix

 switches from leading manufacturers. All the software in use has been developed as Open Source for Linux.

The simulations on the compute nodes store results data in the Lustre file system. The Blockbuster and DMX visualization software play movies of the results from the stored data.

ASC PSE Information Kiosk and ToolGear  

John Gyllenhaal (LLNL)

Although not a live demonstration, the kiosk will feature an HTML-based interactive station that allows visitors to learn about a wide variety of PSE efforts; some of the web pages will cover PSE-developed tools, possibly including links to canned demonstrations.

ToolGear is a software infrastructure for developing performance analysis and debugging tools for large scale parallel programs. Many types of tools have similar needs for data collection features and user interfaces. For example, many tools display source code and either annotate it with data or allow the user to click on parts of the source display to initiate an action or display more detailed information. Tool Gear handles much of the source code and data display, allowing tool developers to focus on the unique aspects of their codes. ToolGear can work with the Dynamic Probe Class Library (DPCL) to collect data from instrumentation installed at runtime in programs, or it can receive data sent to it from other sources.

Demo Station 2:

Real-Time Remote Desktop Visualization of Extremely High Resolution Displays    

L.G. Pierson (SNL)

This exhibit highlights a successful “tech transfer” of ASC developed technology, and explains further technological hurdles that must be overcome for the next generation of extremely high resolution displays.  The live demo(s) will consist of remote visualizations over an IP network using “productized versions” of the “Be There Now” remote visualization hardware system previously developed at Sandia. Logical Solution, Inc’s Global-Link product which has been licensed from Sandia for manufacture will be used to demonstrate remote visualization of certain ASC simulations.  The visualization applications/simulations to be shown will involve ASC simulations originating in the ASC booth, in alternate booths on the SC04 showfloor, and (depending on bandwidth available) originating at Sandia in Albuquerque yet shown on the Pittsburgh showfloor.  Presentations and poster materials will also highlight technology development identified as required to support even higher resolution desktops such as the 9 Megapixel IBM T221 (Bertha) class of displays.
Detection of System Abnormalities Through Behavioral Analysis of ASC Codes      

Dr. Ann Gentile (SNL), Jim Brandt (SNL)

Our analysis of various environmental parameters in large, high-performance computational clusters has shown that the thermal characteristics of a CPU executing a particular code under normal conditions are very repeatable. Deviation from a known “thermal profile” implies an unexpected change in communications, IO patterns, software state, hardware, or environment. We are investigating methodologies for learning profiles and detecting deviations from those profiles. We will demonstrate detection of abnormalities in real-time. The techniques emerging from these investigations will be used on ASC clusters in conjunction with RAS systems and mechanisms for software fault-tolerance. This work is funded by CSRF and collaborates with S&CS projects in Fault-Tolerance and Pattern Recognition work within Data Discovery.
Demo Station 3:

StorCloud Challenge Applications

StorCloud, a new conference initiative this year, builds a High Performance Computing (HPC) storage capability to showcase HPC storage technologies (topologies, devices, interconnects). StorCloud's storage on request area network capability, comprised of state-of-the-art heterogeneous devices and technology, supports researchers and demonstrates high bandwidth applications.

StorCloud also features a StorCloud Challenge wherein applications that demand fast transfer rates and/or use multiple file systems in interesting or comparative ways compete for prizes and bragging rights. Two of our three demos described below are entered in the StorCloud challenge.

See http://www.sc-conference.org/sc2004/storcloud.html for more information.

Massively Parallel Quantum Chemistry  *Challenge entry
Joseph P. Kenny and Curtis L. Janssen, SNL

· Prototypical systems for study of molecular interactions

· High-performance parallel storage systems allow larger biological systems to be studied 

· LAMPI and TerraGRID storage offer parallel I/O via InfiniBand Interconnect to TerraGRID I/O servers using StorageTek FC and Intransa iSCSI storage arrays

· More info: http://www.vtksolutions.com/StorCloud/apps/app1.shtml
Blockbuster Scalable Animation *Challenge entry
David Bremer and Holger Jones, LLNL

· Movie playing software developed by LLNL

· Scales to handle high resolution, high frame count movies

· Multiple nodes of a cluster read a portion of the tiles and render to tiled display in parallel

· Can be used by high-resolution capable movie player to leverage power walls

· More info: http://www.vtksolutions.com/StorCloud/apps/app2.shtml
S3D, A Direct Numerical Simulation
Philippe P. P´ebay, Jacqueline. H. Chen, Helen Y. Chen, and E. R. Hawkes, SNL 

· S3D is a compressible Navier-Stokes solver developed at Sandia

· We demonstrate the acceleration of high fidelity, HPPC simulation using the Panasas Direct Flow parallel I/O

· Avoid potential loss of critical data 

· Simplify post data analysis 

· Allows real-time code-steering
· More info: http://www.vtksolutions.com/StorCloud/apps/app9.shtml
Demo Station 4:

VisIt   

Brad Whitlock (LLNL)

VisIt is a free interactive parallel visualization and graphical analysis tool for viewing scientific data on Unix and PC platforms. Users can quickly generate visualizations from their data, animate them through time, manipulate them, and save the resulting images for presentations. VisIt contains a rich set of visualization features so that you can view your data in a variety of ways. It can be used to visualize scalar and vector fields defined on two- and three-dimensional (2D and 3D) structured and unstructured meshes. VisIt was designed to handle very large data set sizes in the terascale range and yet can also handle small data sets in the kilobyte range. For more information see http://www.llnl.gov/visit.
TAU Performance System  

Prof. Allen D. Malony, Sameer Shende (U. Oregon)

TAU – Tuning and Analysis Utilities – is a portable profiling, tracing and visualization toolkit for parallel codes. It supports MPI, threads (OpenMP and pthreads), and hybrid (MPI+threads) programs written in C, C++, FORTRAN, Python and Java. TAU is very portable and has been ported to a number of platforms including SGI IRIX, Intel x86 Linux, Sun Solaris, IBM AIX, HP HP-UX, HP Alpha Tru64, NEX SX, Cray X1, T3E, SV-1, Hitachi SR8000, Apple OS X and Microsoft Windows. The TAU performance tools project is funded through an ASC/NNSA Level 3 grant.
Demo Station 5:

G5 Architecture Performance Analysis    

Russell Goebel (SNL)

Performance analysis of ASC/Sierra codes running on a G5 architecture with attention to interconnect technologies (Ethernet, Myrinet and Infiniband) and file systems (Xsan, Lustre, PVFS).

Demo Station 6:

LANL's MPI and Open MPI 

Rich L. Graham (LANL)

Open MPI is a follow on to the LA-MPI MPI implementation which runs in production on LANL's Linux production cluster, SNL-Livermore's Linux cluster, and more. It is developed in collaboration with SNL-Livermore, Indiana U., University of Tennessee, The Ohio State University, and The High Performance computing center at the University Of Stuttgart.

Performance Tools / Performance Analysis with Vprof     

Scott Cranford (SNL)

This demonstration will show how to view and analyze CPU utilization of scientific applications with VProf. 

Lenticular Luggage Tags

LLNL

This plot shows the unstable growth of a dense spherical gas bubble subjected to a strong planar shock wave (M = 2.88), about 509 microseconds after shock-bubble contact.  The calculation was performed using the 3-D compressible hydrodynamics code Raptor.  The bubble gas is argon, initially contained in a thin spherical soap film, suspended in nitrogen at atmospheric conditions.  Shock-induced Richtmyer-Meshkov and Kelvin-Helmholtz instabilities deform the bubble into several distinct vortex rings about the bubble axis.  Vortex stretching and turning instabilities cause these rings to develop the complex 3-D structure shown in this plot.  Blue represents an argon isosurface, red indicates vorticity magnitude, and the film material volume fraction is plotted on the cross-sectional cuts. 

LANL

Over the last few years we have fielded numerous supersonic jet experiments on the NOVA and OMEGA lasers and Sandia's pulsed-power Z-machine in a collaboration between Los Alamos National Laboratory, the Atomic Weapons Establishment, Lawrence Livermore National Laboratory, and Sandia National Laboratory. These experiments are being conducted to help validate our radiation-hydrodynamic codes, especially the newly developing ASC codes. One of the outstanding questions is whether these types of jets should turn turbulent given their high Reynolds number. Recently we have modified our experiments to have more Kelvin-Helmholtz shear, run  much later in time and therefore have a better chance of going turbulent. In order to diagnose these large (several mm) jets at very late times (~1000 ns) we are developing point-projection imaging on both the OMEGA laser, the Sandia Z-Machine, and ultimately at NIF. Since these jets have similar Euler numbers to jets theorized to be produced in supernovae explosions, we are also collaborating with the astrophysics community to help in the validation of their new codes. These images show results of simulations wherein these jets turn highly 3-dimensional and show characteristics of turbulence.  With the new data, we hope to be able to validate the sub-grid-scale turbulent mix models (e. g. BHR) that are being incorporated into our codes.

SNL

This is an ALEGRA MHD simulation of magnetic fields. Magnetic fields are generated as electrical current runs through experimental components of Sandia's Z-facility. Magnetic fields generated within the experiment (shown here as stream ribbons) penetrate through experimental diagnostic viewports. 

CD - ASC Funded Open Source Software

Blockbuster

http://blockbuster.sourceforge.net 
Blockbuster is an image/movie viewer/player especially designed for very large images and movies (high resolution and many frames) on cluster displays running the DMX X server. For example, suppose you have a DMX display cluster constructed from a 4 by 3 array of 1280 x 1024 screens for a total of 5120 x 3072 pixels. Next, suppose you have a scientific visualization movie which is 4000 by 3000 pixels and 10,000 frames in length (i.e. a movie far too large to fit in main memory). Blockbuster will let you play this movie efficiently on your display cluster. Blockbuster has all the standard movie playback features such as play, pause, single step, etc. Furthermore, Blockbuster supports interactive panning and zooming with the mouse for inspecting image details. Blockbuster has no audio support. 

Chromium 

http://chromium.sourceforge.net/ 
Chromium is a system for interactive rendering on clusters of graphics workstations. Various parallel rendering techniques such as sort-first and sort-last may be implemented with Chromium. Furthermore, Chromium allows filtering and manipulation of OpenGL command streams for non-invasive rendering algorithms. Chromium runs on Microsoft Windows and several types of Unix such as Linux and IRIX. Among Chromium's features: 

· Sort-first (tiled) rendering - the frame buffer is subdivided into rectangular tiles which may be rendered in parallel by the hosts of a rendering cluster. 

· Sort-last (Z-compositing) rendering - the 3D dataset is broken into N parts which are rendered in parallel by N processors. The resulting images are composited together according to their Z buffers to form the final image. 

· Hybrid parallel rendering - sort-first and sort-last rendering may be combined into a hybrid configuration. 

· OpenGL command stream filtering - OpenGL command streams may be intercepted and modified by a stream processing unit (SPU) to implement non-photorealistic rendering (NPR) effects, etc. 

· Many OpenGL programs can be used with Chromium without modification. 

· One can write Chromium-specific applications which perform parallel rendering with the aid of special synchronization primitives. 

· Chromium runs on Linux, IRIX, AIX, SunOS and Windows-based systems. 

coNCePTuaL 

http://conceptual.sourceforge.net 
coNCePTuaL is a simple, special-purpose language intended for rapidly generating programs that measure the performance and/or test the correctness of networks and network protocol layers. A few lines of coNCePTuaL code can produce programs that would take significantly more effort to write in a conventional programming language. CONCEPTUAL is not merely a language specification. The CONCEPTUAL toolset includes a compiler, run-time library, and associated utility programs that enable users to analyze network behavior quickly, conveniently, and accurately. 

MIDAS 

http://www.llnl.gov/icc/sdd/img/midas.shtml 
MIDAS is a client/server application that allows you to deliver the graphics power of a remote display to your local workstation. It works by redirecting the OpenGL of an unmodified application to a different display, then sending the imagery back into the window of the original application. In this way, the hardware-accelerated OpenGL features of a graphics card may be used on a completely separate display. It decouples the OpenGL implementation from the final display. 

ParaView 

http://www.paraview.org 
ParaView is a parallel visualization application designed with the need to visualize large data sets in mind. The goals of the ParaView project include the following: 

· Develop an open-source, multi-platform visualization application. 

· Support distributed computation models to process large data sets. 

· Create an open, flexible, and intuitive user interface. 

· Develop an extensible architecture based on open standards. 

ParaView runs on distributed and shared memory parallel as well as single processor systems and has been successfully tested on Windows, Linux and various Unix workstations and clusters. Under the hood, ParaView uses the Visualization Toolkit as the data processing and rendering engine and has a user interface written using a unique blend of Tcl/Tk and C++. 

VisIt 

http://www.llnl.gov/visit 
VisIt is a free interactive parallel visualization and graphical analysis tool for viewing scientific data on Unix and PC platforms. Users can quickly generate visualizations from their data, animate them through time, manipulate them, and save the resulting images for presentations. VisIt contains a rich set of visualization features so that you can view your data in a variety of ways. It can be used to visualize scalar and vector fields defined on two- and three-dimensional (2D and 3D) structured and unstructured meshes. VisIt was designed to handle very large data set sizes in the terascale range and yet can also handle small data sets in the kilobyte range. 

Xdmx / DMX 

http://dmx.sourceforge.net 
Typical X servers provide multi-head support for multiple displays attached to the same machine. When Xinerama is in use, these multiple displays are presented to the user as a single unified screen. Xdmx is proxy X server that provides multi-head support for multiple displays attached to different machines (each of which is running a typical X server). When Xinerama is used with Xdmx, the multiple displays on multiple machines are presented to the user as a single unified screen. A simple application for Xdmx would be to provide multi-head support using two desktop machines, each of which has a single display device attached to it. A complex application for Xdmx would be to unify a 4 by 4 grid of 1280x1024 displays (each attached to one of 16 computers) into a unified 5120x4096 display. Xdmx was developed and run under Linux (ia32 and x86_64) and has been tested with SGI Irix. 

Linux Cluster Management Software 

Note that all of the following packages are available at: http://www.llnl.gov/linux/downloads.html 

ConMan 

ConMan is a console manager that manages serial consoles connected either to hardwired serial ports or remote terminal servers (telnet based). It performs logging of console output and manages interactive sessions, permitting console sharing, console stealing, console broadcast, and interfaces for transmitting a serial break or resetting a node via PowerMan. 

Genders 

Genders is a collection of utilities used as a basis for cluster configuration management. The utilities operate on a table of node names and attributes, and include a query tool, an Rdist Distfile preprocessor, and a Perl API. 

Lxbios 

Lxbios is a utility for reading/writing LinuxBIOS parameters and displaying information from the LinuxBIOS table. 

Pdsh 

Pdsh is a high-performance, parallel remote shell utility. 

pam_rms 

pam_rms is a Pluggable Authentication Module (PAM) for restricting access to compute nodes in a cluster where the Quadrics Resource Management System (RMS) is in use. Access is granted to root, any user with an RMS-launched job currently running on the node, or any user who has allocated resources on the node according to the RMS msql database. 

PowerMan 

PowerMan is a tool for manipulating remote power control (RPC) devices from a central location. Several RPC varieties are supported natively by PowerMan and Expect-like configurability simplifies the addition of new devices. 

Quota 

Quota is a drop-in replacement for the common BSD quota utility. This version, which only supports remote NFS file systems, reports quota information in a more human-readable format. 

Scrub 

Scrub writes patterns on disk partitions or files to reduce the possibility of someone retrieving the data using advanced data recovery techniques. 

YACI 

YACI (Yet Another Cluster Installer) is a lightweight system management tool set with the daunting task of reliably and quickly installing large-scale (and small-scale) Linux clusters. 

NOTE: All of the following packages are available at: http://www.cs.sandia.gov/opensource/ 

Chaco 

Many problems which arise in scientific computing have a combinatorial nature which can be conveniently described in the language of graphs In these settings a recurring theme is the need to partition a graph into subgraphs that are in some measure as disjoint as possible This is the case in for example divide-and-conquer algorithms for devising efficient circuit layouts or constructing nested dissection orderings for sparse matrix factorizations It is also a fundamental problem in parallel computing where large data structures must be decomposed and mapped to processors. Broadly speaking, Chaco addresses three classes of problems First and foremost it partitions graphs using a variety of approaches with different properties. Second, Chaco knows how to intelligently embed the partitions it generates into several different topologies The topologies the code knows about are those matching the common architectures of parallel machines, namely hypercubes and meshes. Third, Chaco can use spectral methods to sequence graphs in a manner that preserves locality. This capability has been used for example in data base organization, sparse matrix envelope reduction and DNA sequencing 

CIT 

The Cluster Integration Toolkit (CIToolkit or CIT) is a set of software tools for configuring, testing, and managing a (Linux) cluster. The CIToolkit is designed to be architecture and hardware independent and provide a stable platform for all runtime environments and user applications. CIT was designed to support very large clusters and has currently been tested on clusters as large as 1861 nodes. While designed with very large clusters in mind, CIT is just as useful on smaller cluster systems. CIT was developed at Sandia National Labs. 

Cplant 

The Cplant system software is a collection of code designed, with an emphasis on scalability, to provide a full-featured environment for cluster computing on commodity hardware components. For example, Cplant system software provides a scalable message passing layer, scalable runtime utilities, and scalable debugging support. Cplant system software is distributed as source code which can be built for a specific hardware configuration. This source code consists of operating system code (in the form of Linux modules and driver), application support libraries and compiler tools, an MPI port, user-level runtime utilities, support for application debugging, and scripts for configuring and installing the built software. 

DAKOTA 

The DAKOTA (Design Analysis Kit for Optimization and Terascale Applications) toolkit provides a flexible, extensible interface between analysis codes and iteration methods. DAKOTA contains algorithms for optimization with gradient and nongradient-based methods, uncertainty quantification with sampling, reliability, and stochastic finite element methods, parameter estimation with nonlinear least squares methods, and sensitivity/main effects analysis with design of experiments and parameter study capabilities. These capabilities may be used on their own or as components within advanced strategies such as surrogate-based optimization, mixed integer nonlinear programming, or optimization under uncertainty. By employing object-oriented design to implement abstractions of the key components required for iterative systems analyses, the DAKOTA toolkit provides a flexible problem-solving environment as well as a platform for rapid prototyping of new solution approaches. 

LOCA 

LOCA is a software library for performing bifurcation analysis of large-scale applications. The algorithms in LOCA are being designed as part of an ongoing research project at Sandia National Laboratories in Albuquerque into scalable stability analysis algorithms. When implemented with an application code, LOCA enables the tracking of solution branches as a function of system parameters and the direct tracking of bifurcation points. LOCA (which is written in "C") is designed to drive application codes that use Newton's method to locate steady-state solutions to nonlinear problems. The algorithms are chosen to work for large problems, such as those that arise from discretizations of partial differential equations, and to run on distributed memory parallel machines. 

Mesquite 

Mesquite (Mesh Quality Improvement Toolkit) is designed to provide a stand-alone, portable, comprehensive suite of mesh quality improvement algorithms. The design flexible so that they can be applied to many different mesh element types and orders and referenced to both isotropic and anisotropic ideal elements. Mesquite provides a robust and effective mesh improvement toolkit that allows both meshing researchers application scientists to benefit from the latest developments in mesh quality control and improvement. 

MOAB 

MOAB is a component for representing and evaluating mesh data. MOAB can store structured and unstructured mesh, consisting of elements in the finite element "zoo". The functional interface to MOAB is simple yet powerful, allowing the representation of many types of metadata commonly found on the mesh. MOAB is optimized for efficiency in space and time, based on access to mesh in chunks rather than through individual entities, while also versatile enough to support individual entity access. 

SGOPT 

The Stochastic Global OPTimization (SGOPT) library contains a variety of global optimization algorithms, with an emphasis on stochastic methods. SGOPT currently includes the following global optimization methods: genetic algorithms (PGAreal,PGAint), evolutionary pattern search algorithms (EPSA), simulated annealing (SAreal), tabu search (TSreal), multistart local search (MSreal) and stratified Monte Carlo (sMCreal). Additionally, SGOPT includes several local search algorithms such as Solis-Wets (SWOpt) and pattern search (PatternSearch). 

Towhee 

Towhee is a Monte Carlo molecular simulation code originally designed for the prediction of fluid phase equilibria using atom-based force fields and the Gibbs ensemble with particular attention paid to algorithms addressing molecule conformation sampling. The code has subsequently been extended to several ensembles, many different force fields, and solid (or porous) phases. 

Trilinos 

The Trilinos Project is an effort to develop parallel solver algorithms and libraries within an object-oriented software framework for the solution of large-scale, complex multi-physics engineering and scientific applications. A unique design feature of Trilinos is its focus on packages. Each Trilinos package is a self-contained, independent piece of software with its own set of requirements, its own development team and group of users. Because of this, Trilinos itself is designed to respect the autonomy of packages. Trilinos offers a variety of ways for a particular package to interact with other Trilinos packages. It also offers a set of tools that can assist package developers with builds across multiple platforms, generating documentation and regression testing across a set of target platforms. At the same time, what a package must do to be called a Trilinos package is minimal, and varies with each package. 

UTILIB 

UTILIB is a general-purpose C++ library that includes a variety of algorithmic utilities for software development. These utilities define useful datatypes and classes as well as generic routines. In particular, UTILIB provides a variety of services that facilitate the portability of codes, and in particular porting to parallel computing platforms at Sandia. This library has proven useful in the development of several codes at Sandia, including the SGOPT global optimization library, the PICO parallel branch-and-bound library, and the DAKOTA optimization toolkit. 

VERDICT 

Finite Element Quality Computation Library 

Zoltan 

The Zoltan library is a collection of data management services for parallel, unstructured, adaptive, and dynamic applications. It simplifies the load-balancing, data movement, unstructured communication, and memory usage difficulties that arise in dynamic applications such as adaptive finite-element methods, particle methods, and crash simulations. Zoltan's data-structure neutral design also lets a wide range of applications use it without imposing restrictions on application data structures. Its object-based interface provides a simple and inexpensive way for application developers to use the library and researchers to make new capabilities available under a common interface. Zoltan provides tools that help developers of parallel applications: 

· A suite of parallel partitioning algorithms and data migration tools dynamically redistribute data to reflect, say, changing processor workloads. 

· Distributed data directories and unstructured communication services let applications perform complication communication using only a few simple primitives. 

· Dynamic memory management tools enhance common memory allocation functions to simplify debugging of dynamic memory usage. 

These tools are provided in an easy-to-use toolkit that is callable from C, C++, and Fortran90. 

