Sandia’s Status of ASCI Level II Milestones
Rev. 3--7-18-03

Level 1s :

M26 12/05 – “Document the requirements to move beyond a 100FT ASC computing platform to a petaflop platform.” (LANL,LLNL,SNL)
M33 6/06 – “Develop, implement, and validate an initial physics/engineering capability in advanced ASCI simulations and benchmark for the W76 and W80 against legacy codes and experiments.”

M34 12/06 – “Provide a 100TF Platform environment supporting to the tri-laboratory DSW & Campaign simulation requirements.”

M44 9/09 – “Complete modern baseline of all enduring stockpile systems with ASC codes.”
16 Total

Lead Elements:

6 – V&V ; 2 – Apps ; 3 – Platforms & Infrastructure ; 2 – DisCom ; 1 – PSE ; 1 – Institutes ; 1 – Applications: Algorithms &Enabling Technologies
	No.
	FY 04
	LEVEL II TITLE/DESCRIPTION
	B&R Category/#
	M&O

POC
	NNSA

POC
	MLS.INPUT

POC

	1
	Q2
	Apply the validation process at the sub-system level to support W80 qualification in abnormal thermal and mechanical environments.
Description: 
Modeling and simulation will be applied during development of the W80-3 to provide design guidance, to predict weapon responses, and to estimate design margins in abnormal thermal and mechanical environments. The milestone will focus on a process to assess computational capabilities supporting development of the W80-3 system and emphasize capabilities to evaluate two required safety themes (1) 
weaklink/stronglink thermal race, using Calore to model weapons thermal response to STS specified fire environments, and (2) 
Mechanical integrity of the weapons electrical system (WES), using PRESTO to model transient large deformation mechanics.  
Milestone activities represent a snapshot in time of a broader spectrum of planned activities supporting W80-3 qualification. The milestone has two objectives: (1)
 Demonstrate a validation methodology, and (2) 
Support W80-3 qualification activities. 











Integration/Interfaces:  This is a V&V milestone collaboratively supported by Applications and C6.

	ASC

DP 08 11 02
	Michael Vahle
	Dimitri Kusnezov
	

	2
	Q4
	Validate dose deposition models in radiation transport codes.
Description: Dose or energy deposition from x-ray radiation is an important driver for mechanical radiation response (TMS/TSR). It is also a concern for SGEMP and IEMP since dose can change the conductivity of dielectric materials (radiation-induced conductivity or RIC). This milestone will validate the dose deposition models in both ITS (for TMS and TSR) and Ceptre (for box IEMP.) 



Integration/Interfaces:  This is a V&V milestone collaboratively supported by Applications and C7.
	ASC

DP 08 11 02 0
	Michael Vahle
	Dimitri Kusnezov
	

	3
	Q4
	Validate thermomechanical shock/thermostructural response (TMS/TSR) models for first application of the W78 neutron generator.
Description:  Provide data sufficient for validation of shock and structural response models for the first application to the W78 neutron generator.  The ITS radiation transport code will produce energy deposition information for use by Presto for TMS.  Presto will produce stress and displacement out-to-microseconds.

Integration/Interfaces:  This is a V&V milestone collaboratively supported by Applications and C7 and supporting W78 LLCE and W76-1 LEP
.
	ASC

DP 08 11 02 0


	Michael Vahle
	Dimitri Kusnezov
	

	4
	Q4
	Deploy coupled codes to model nonlinear- to- structural mechanical response in the STS hostile environment.
Description:  Results from Presto will be used as initial conditions for Salinas or Andante, allowing us to run a large deformation mechanical problem until the amplitudes are low enough to use Salinas or Andante. Running the entire calculation with Presto would be very inefficient and expensive. We need this capability for hostile environment thermal mechanical stress. The computational tools will be used to help design validation experiments for W76-1.  

Integration/Interfaces:  This is an Applications milestone collaboratively supported by C6 and in support of the related C6 experiments milestone.
	ASC

DP 08 11 01

	Michael Vahle
	Dimitri Kusnezov
	

	5
	Q3
	Deploy first-generation coupled codes to model electrical, thermal, and mechanical response in micro-electromechanical systems (MEMS).
Description: We will use this code to model coupled electrical, thermal and mechanical phenomena in MEMS. We will use Calore to model both thermal and electrical response phenomena. We will use Adagio to model mechanical response phenomena. This will employ limited special MEMS material and sub-grid models.  
We will use this capability to begin to model a simple non-volatile memory.
Integration/Interfaces:  This is an Applications milestone collaboratively supported by M&PM, MEP and C6.
	ASC

DP 08 11 01
	Michael Vahle
	Dimitri Kusnezov
	

	6
	Q4
	Validate 2D/3D periodic parallelized CABANA system-generated electromagnetic pulse (SGEMP) model, including high pressure gas.
Description:  Cable SGEMP needs to be predicted for both design and qualification of new cables in hostile environments and to understand the SGEMP response of existing cables. The Ceptre radiation transport code will produce energy deposition, charge deposition, and photoemission information for use by the Cabana cable SGEMP code. The development and validation activities associated with this effort will also indirectly support the creation of validated models for Box IEMP, since both the 3D Ceptre code and a version of 3D Cabana code, called Boxana, will be utilized for that modeling effort.
Integration/Interfaces:  This is a V&V milestone collaboratively supported by Applications and C7 and supporting W76-1 LEP.

	ASC

DP 08 11 02 0
	Michael Vahle
	Dimitri Kusnezov
	

	7
	Q4
	Initial operation of Red Storm.
Description:  Red Storm represents an increase in the computing capability at Sandia for Stockpile Stewardship work by approximately a factor of 10 over the existing capability. Red Storm will make it possible to perform higher quality simulations and more simulations than would be possible with existing computing resources. These simulations will be important to the Stockpile Stewardship Program.   The successful completion of this milestone depends on meeting the Red Storm development schedule and on completion of needed infrastructure at Sandia. Infrastructure includes a new special-purpose Supercomputing Annex with power and cooling for Red Storm and high speed network to connect Red Storm to users and other Sandia computing resources.
Integration/Interfaces:  This is a Platforms & Infrastructure milestone collaboratively supported by VIEWS, PSE, OCS, & DisCom and by the Construction & Infrastructure program.
	ASC

DP 08 11 04 1
	Michael Vahle
	Dimitri Kusnezov
	

	8
	Q4
	Deploy limited capability user environment for Red Storm.
Description: Deploy initial Red Storm environment providing limited availability to local and remote users for desktop access, basic code development tools, and data archive capabilities.  
This milestone pertains to the development of the essential hardware and software for Red Storm.
Integration/Interfaces: This is a DisCom milestone collaboratively supported by PSE, VIEWS, OCS, and Platforms & Infrastructure and their program element counterparts at tri-lab sites.
	ASC

DP081105 2


	Michael Vahle
	Dimitri Kusnezov
	

	9
	Q4
	Establish scope and responsibility for Problem Setup Environment.
Description: Define ASCI-scale problem setup requirements and negotiate CAD-design to ASCI-analysis interface agreement. The primary focus of this activity will be the set-up of mechanics finite-element code problem; however, electrical model requirements will be documented.  
This capability will facilitate all finite-element analysis at Sandia, including the SIERRA and Nevada code suites.
Integration/Interfaces:  This is a PSE milestone collaboratively supported by VIEWS and supporting all DSW and S&T high-performance finite element analysis. This requires buy-in and close cooperation from the Sandia NWE and DSW communities.

	ASC

DP 08 11 05 1
	Michael Vahle
	Dimitri Kusnezov
	

	10
	Q4
	Provide Operational Support and Enhancement of the Wide Area Network and Distance Computing Environment.
Description: Enhance the distance computing and machine network infrastructure monitoring and reporting to improve network availability and user support and to enhance the network architectures for sharing the tri-lab resources. 
This capability will ensure that the distance environment is reliable, the bandwidth is optimally used, and the necessary management and system status information is available to users and operators.
Integration/Interfaces: This is a DisCom milestone collaboratively supported by Program Element counterparts at tri-lab sites.
	ASC

DP 08 11 05 2
	Michael Vahle
	Dimitri Kusnezov
	

	11
	Q2
	Complete construction and initial occupancy of Joint Computational Engineering Laboratory (JCEL) line item project.
Description:  JCEL is a modern new facility for research, development and application of advanced engineering and computational science that will house approximately 175 people in about 65,000ft2 of offices, computer labs and collaborative team and visualization spaces.  The JCEL line item project began conceptual design in 1995 and construction was approved in CD-3 in April 2002.  Construction will be completed by the end of the first quarter of FY04.  Equipment procurement and installation will take place through the first quarter of FY04.  Move-in of people will begin in the first quarter of FY04 and all employees will be in place by the end of FY04.

Integration/interfaces:  This is a Platforms & Infrastructure milestone collaboratively supported by the internal Construction & Infrastructure program.  Primary tenant organizations in JCEL are organizations representing work across all ASCI program elements; Engineering Sciences Center 9100 and Computation, Computers and Math Center 9200.  Other primary tenant groups will come from Stockpile Resource Center 2900 to represent a strong design-to-analysis integrating effort and from Surety Assessment Center 12300 to represent a strong Weapon Surety Engineering integrating effort.


	ASC

DP 08 11 04 1
	Michael Vahle
	Dimitri Kusnezov
	

	12
	Q2
	Complete construction and initial occupancy of Distributed Information Systems Laboratory (DISL) line item project.

Description: DISL is a modern new facility for research, development and deployment of distributed computing technologies that will house approximately 130 employees and up to 30 visiting researchers in about 71,500ft2 of offices, computer labs and collaborative team and visualization spaces.  The DISL line item project began conceptual design in 1997 and construction was approved in CD-3 in February 2002.  Construction will be completed by the end of the first quarter of FY04.  Equipment procurement and installation starts in the first quarter FY04.  Move-in of people will begin in the third quarter of FY04 and all employees will be in place by the end of FY04.  Equipment installation continues into FY05 and will be completed by the end of the second quarter FY05. 

Integration/interfaces:  
This is a Platforms & Infrastructure milestone collaboratively supported by the Construction & Infrastructure program.  Primary tenants in DISL are research and development staff in high performance networking and computing, computational sciences and mathematics, distributed visualization and data systems, and science & engineering from Distributed Information Systems Center 8900 and enterprise modeling staff from Exploratory Systems and Development Center 8100, representing work across primarily the PSE/VIEWS, DisCom, and Applications program elements.   Other primary tenants will include weapon engineering and design staff from California Weapons Engineering Center 8200 and weapon analysts from Materials and Engineering Sciences Center 8700, representing strong weapons engineering and design-to-analysis integrating efforts.

	ASC

DP 08 11 04 1
	Michael Vahle
	Dimitri Kusnezov
	

	13
	Q4
	Identify methodologies for time-parallel modeling of transient multi-timescale electrical circuit response.
Description:  New multi-scale modeling algorithms and numerical methodologies will be researched to identify technology for further development and specific code application. Many science and engineering applications that arise from the stockpile support mission involve problems having disparate time scales and/or length scales.  The research will explore a range of methods to provide efficient and accurate simulations methods for this class of problems.  This milestone provides cross cutting benefit to a broad spectrum of application areas in the ASCI program, ranging from materials design and performance analyses, to structural response calculations for earth penetration studies. Multi-scale modeling technology will increase the predictive capability of simulations in these areas by enabling higher fidelity to be included in the physics models for the calculations and will increase computational efficiency by enabling the use of multi-fidelity algorithms in the numerical solution scheme.
Integration/Interfaces:  This is an Institutes milestone collaboratively supporting Applications and M&PM program elements.  It will identify technology with potential benefit to a number of application areas, including: (1) linking simulations of macroscopic behavior such as fracture and plastic flow in weapons, (2) performing efficient time-parallel solutions of electrical circuit response, and (3) linking simulations of system level performance with high frequency simulations of component level response.
	ASC

DP 08 11 07
	Michael Vahle
	Dimitri Kusnezov
	

	14
	Q4
	Simulations for Design of Experiments - 
Validate initial models of wire array physics, ICE and magnetic-flyers for Z parameters using ALEGRA-HEDP
Description: Develop a physics-based understanding of present performance of wire array z-pinches, Isentropic Compression Experiments (ICE) and magnetically-driven flyers for present voltages and currents available on Z. This requires 2- and 3-D multigroup radiation diffusion, magnetohydrodynamics (MHD), thermal conduction, external electrical circuit drive, and separate electron and ion temperatures (2-T) plus relevant databases of EOS, electrical and thermal conductivity, and opacity.
Integration/Interfaces: This is a V&V milestone collaboratively supported by C6.  Additionally, this work (
1) influences the development of multi-level implicit solver algorithms, (
2) leads development and 
implementation of advanced radiation transport algorithms useful to other programs, (
3) necessitates the development of advanced multi-dimensional (more than 3-D) visualization and post-processing of very large data sets, (
4) needs and influences the development of advanced multi-dimensional grid-generators (e.g. the need to address degenerate node problems, the need to further develop "smart" gridding techniques for multi-scale problems, and the need to tie gridding to CAD programs, etc...), (
5) has done the most extensive V&V of the strong shock hydrodynamics in ALEGRA and are the main drivers for required improvements, and  (
6) is a major driver/developer of MHD algorithms that are also marketed to WFO customers and could have other NWSBU applications.


 
	ASC

DP0811010


	Michael Vahle
	Dimitri Kusnezov
	

	15
	Q4
	Simulations for Design of Experiments - Use fire physics code, Fuego, to understand complex fire problems.
Description: Use fire physics code, Fuego, to address large-scale, complex fire problems in Sandia's Area III Flame Facility. This unique facility is used to study fire science, uses innovative diagnostics to perform challenging measurements and performs experiments to understand relevant physics, and support validation and eventual certification to ensure a system's performance against hazards. Experiments will be conducted to study (among other things) a broad spectrum of length and time scales inherent in fire dynamics and to accurately characterize boundary conditions.
Integration/Interfaces: This is a V&V milestone collaboratively supporting C6 and supported by Applications. 
	ASC

DP0811010


	Michael Vahle
	Dimitri Kusnezov
	

	
	
	
	
	
	
	


15 Total

Lead Elements:

4 – V&V ; 1– M&PM ; 3 – Apps ; 1 – Platforms & Infrastructure ; 2 – DisCom ; 1 – PSE ; 2 – Institutes ; 1 – Alliances

	No.
	FY 05
	LEVEL II TITLE/DESCRIPTION
	B&R Category/#
	M&O

POC
	NNSA

POC
	MLS.INPUT

POC

	1
	Q1
	Apply the validation process at the sub-system level to support W76-1 qualification in hostile blast and impulse environments.
Description: Modeling and simulation will be applied during development of the W76-1 to predict weapon responses and to estimate design margins in hostile blast and impulse environments. Milestone activities represent a snapshot in time of a broader spectrum of planned activities supporting W76-1 qualification.

Integration/Interfaces:  This is a V&V milestone collaboratively supported by Applications and C6 and supporting W76-1 LEP

.


	ASC

DP 08 11 02
	Michael Vahle
	Dimitri Kusnezov
	

	2
	Q4
	Provide validated  TMS/TSR models for first application to the W76-1
Description:  Develop a validated model for TMS/TSR.  The ITS radiation transport code will produce energy deposition information for use by Presto for TMS.  Presto will produce stress and displacement out-to-microseconds.  Presto will then couple to Salinas for TSR, for response to milliseconds.
Integration/Interfaces: This is a V&V milestone collaboratively supported by Applications and C7 and supporting W76-1 LEP.
	ASC

DP 08 11 02 0
	Michael Vahle
	Dimitri Kusnezov
	

	3
	Q4
	Provide validated 3D box IEMP model for first application to the W76-1.
Description: Develop and validate a model for 3D box IEMP. The model will use the 3D Ceptre radiation transport code together with an IEMP-enhanced version of the 3D Cabana code (called Boxana) that will include both electrostatics and magnetostatics. The linked Ceptre/Cabana codes will operate on unstructured mesh and will be validated using both UGT archived data and aboveground sources.

Integration/Interfaces: This is a V&V milestone collaboratively supported by Applications and C7 and supporting W76-1 LEP.


	ASC

DP 08 11 02 0
	Michael Vahle
	Dimitri Kusnezov
	

	4
	Q1
	Deploy material models for earth penetrator analysis.
Description: We will develop the material models needed to support modeling of earth penetrating weapons. This focuses on geological material models, but also includes the materials used inside the weapon.


Integration/Interfaces: This is a M&PM milestone collaboratively supported by Applications and C6.


	ASC

DP0811010


	Michael Vahle
	Dimitri Kusnezov
	

	5
	Q4
	Deploy computer codes for modeling earth penetrating weapon mechanics, both inside the penetrator and in the target material.
Description: We will enhance Alegra to model earth penetrating weapons.


Integration/Interfaces: This is an Applications milestone collaboratively supported by M&PM.


	ASC

DP0811010


	Michael Vahle
	Dimitri Kusnezov
	

	6
	Q4
	Deploy a version of the Calore heat transfer code to model MEMS.
Description: We will enhance Calore to model MEMS-scale thermal phenomena.


Integration/Interfaces: This is an Applications milestone collaboratively supported by M&PM, MEP and C6.


	ASC

DP0811010


	Michael Vahle
	Dimitri Kusnezov
	

	7
	Q3
	Deploy Premo to model aerodynamics of bomb.
Description: We will use Premo to model air flow over a bomb and the behavior of a rocket exhaust.
  We will use this capability to model the jet/fin interactions of the B61.
Integration/Interfaces: 
This is an Applications milestone collaboratively supported by C6.

	ASC

DP0811010


	Michael Vahle
	Dimitri Kusnezov
	

	8
	Q2
	Transition Red Storm to Production Computing.
Description: In FY05 Red Storm will become the production Stockpile Stewardship computing capability at Sandia. It will replace ASCI Red and it will become fully integrated into the Sandia computing environment.
Integration/Interfaces: This is a Platforms & Infrastructure milestone collaboratively supported by VIEWS, PSE, OCS, & DisCom and by the Construction & Infrastructure program.
	ASC

DP 08 11 04
	Michael Vahle
	Dimitri Kusnezov
	

	9
	Q4
	Deploy a limited production Red Storm user environment.
Description: Demonstrate a user environment that provides application development and execution, data analysis and visualization, and distance computing at a performance and capability less than the ASCI Red Storm and application requirements.  
This milestone is the basic equipment that is required for the Red Storm platform to function and interact with Sandia and the tri-labs’ high-performance computing systems and environments. This phase will deliver networking, archiving, and data service disk capacities significantly below environment design plans.   This is the continuing deployment of hardware and software to support Red Storm’s 10X capabilities above FY03 Sandia systems capabilities.
Integration/Interfaces:  This is a DisCom milestone collaboratively supported by PSE, VIEWS, OCS, and Platforms & Infrastructure and their program element counterparts at tri-lab sites.

	ASC

DP 08 11 04
	Michael Vahle
	Dimitri Kusnezov
	

	10
	Q4
	Finalize problem setup environment – roadmap and tools plan.
Description: Release problem setup development roadmap, legacy tool integration/update plan, and initial integration of legacy tools.  
This capability will facilitate all finite-element analysis at Sandia, including the Sierra and Nevada code suites.  Special emphasis will be placed on support of microsystems analysis in support of the Sandia MESA program.
Integration/Interfaces:  This is a PSE milestone collaboratively supported by VIEWS and supporting all DSW and S&T high-performance finite element analysis. This requires buy-in and close cooperation from the Sandia NWE and DSW communities.

	ASC

DP 08 11 05 1
	Michael Vahle
	Dimitri Kusnezov
	

	11
	Q3
	Provide Operational Support and Enhancement of the Wide Area Network and Distance Computing Environment.

Description: Enhance the distance computing and machine network infrastructure monitoring and reporting to improve network availability and user support and to enhance the network architectures for sharing the tri-lab resources. This capability will ensure that the distance environment is reliable, the bandwidth is optimally used, and the necessary management and system status information is available to users and operators.

Integration/Interfaces: This is a DisCom milestone collaboratively supported by Program Element counterparts at Tri-Lab sites.




	ASC

DP 08 11 05 2
	Michael Vahle
	Dimitri Kusnezov
	

	12
	Q4
	Deliver scalable multilevel solvers fo ruse in ASCI simulation codes.
Description:  The solution of linear and nonlinear systems of equations is a key computational kernel any many ASCI simulation codes, and can account for one half of the total computational time required by these codes. In this milestone, we will focus on scalable solvers, particularly multilevel and multigrid methods.  These methods have been applied successfully to a range of simple to moderately complex problems, but will require significant effort to apply successfully to complex simulations.   The solvers will be delivered through a component in the Trilinos framework.

Integration/Interfaces: This is an Application: Algorithms and Enabling Technologies milestone. It is supported by Advanced Applications and Institutes. Its target applications in FY05 milestone are ALEGRA, Ceptre, Adagio. Other potential applications include Premo, Xyce, Salinas, and Calore. The successful completion of this milestone will depend on a related investment by the code development teams to integrate and test multilevel solvers within the codes.  
	ASC

DP 08 11 01 0
	Michael Vahle
	Dimitri Kusnezov
	

	13
	Q4
	Simulations for Design of Experiments - 
Design experiments and predict the performance of wire arrays, ICE and magnetic-flyers for ZR parameters.
Description: Using the validated initial models for z-pinches, ICE and flyers developed in FY04, lead the commissioning program for the Refurbished Z (ZR) by designing experiments for scaled ZR circuit parameters. For the Sandia’s Pulsed Power Program to prosper, ZR must be a success. It is critical that we carefully design experiments in advance of the commissioning phase to insure that we have the proper hardware and to increase our chances of meeting design goals.




Integration/Interfaces: This is a V&V milestone collaboratively supported by C6.

	ASC

DP 08 11 02 0


	Michael Vahle
	Dimitri Kusnezov
	

	14
	Q3
	Characterize application performance suitability on PIM architectures.
Description: The objective of this milestone is to lead industry toward producing supercomputers that can scale to the Petaflops level and meet the requirements of Sandia’s stockpile stewardship applications. Sandia has strengths in the areas of 3-D mesh computer interconnect and high performance communications. Sandia is in a position to review, identify and leverage the work of other research organizations (Caltech, UTexas, University of Notre Dame, IBM) in advanced supercomputer architectures (Processor-In-Memory, etc.)  This milestone seeks to rectify a general disappointment in performance and scalability of current architectures on the applications they were designed to run. Upon successful conclusion of this research, the ASCI and DP will have an “existence proof” that efficient, scalable parallel supercomputers are possible at the multi-Petaflops level.  This milestone will build on Sandia’s foundation with light weight kernels, scalable system software and expertise in designing, implementing and using mesh-based interconnects, culminating in the ASCI Red Storm initiative. This milestone will also have ties to efforts to characterize the performance characteristics of Sandia’s major applications and computational kernels.  As we understand how our current applications highlight bottlenecks in the system performance of current computer architectures, this milestone will integrate our knowledge of these limitations with the review of advanced architecture concepts that can mitigate the application performance bottlenecks of current systems.
Integration/Interfaces: This is an Institutes milestone.

	ASC

DP 08 11 07 2


	Michael Vahle
	Dimitri Kusnezov
	


11

