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Executive Summary

This quarterly report covers the period from April 1, 2001 through June 30, 2001 and addresses Sandia program elements contained in the FY01 ASCI Implementation Plan (as amended March 2001).  Highlights of this reporting period include:

Applications Program

Year-to-date, 16 of the 19 scheduled milestones have been completed; one will be completed in Q4.  Accomplishments include:
· Major review of the "ASCI External Advisory Panel" was conducted on June 13-14.  Several presentations were presented around the STS Normal (FY01 milestone), the STS Abnormal (FY02 milestone), and the STS Hostile (FY03 milestone) areas.
· In the SIERRA architecture area, parallel dynamic load rebalancing has been completed ahead of schedule to support release of “Calore v1.0” in Q4 FY01.
Validation and Verification Program
Year-to-date, three of the six scheduled milestones has been completed; three will be completed in Q4.  Accomplishments include:

· In the Software Engineering Practices area of the program, we: (1) completed Session 3 Level I peer reviews including ALEGRA framework, EMPHASIS, and CEPTRE-ITS; (2) completed the final ALEGRA V&V plan; and (3) developed the SIERRA release and distribution management process overview document.  

Materials and Physics Models

Year-to-date, two of the three scheduled milestones have been completed; one will be completed in Q4.  Accomplishments include:

· In the forging area some exciting design work is occurring with newly developed ASCI tools.  Two new GTS forgings were designed using these tools, and these tools were used to produce first-part-correct forgings with improved quality.  New models have been developed for two other forging materials that will be used to design a new GTS forging process. 
· In the PZT area, the DENSIFY code has successfully been extended to 3-D and verified.  DENSIFY captures physical phenomena important to describe sintering processes known to contribute to the microstructures present in PZT 95/5 ceramics.
Problem Solving Environment (PSE) Program
Year-to-date, seven of the nine scheduled milestones have been completed; one will be completed in Q4.  Accomplishments include:

· The PS1.1 PSE Level 1 Milestone Review was held April 10-12, 2001.  The Review Panel's assessment was "that the PSE program passed all aspects of this milestone."
· The DFS Web Secure Server was modified by SNL to allow LANL users to authenticate with their Cryptocards, thus allowing this server to be used for a number of Tri-Lab applications.  Cross-cell trust was established with the Kansas City Plant, so that those users can access SNL services, including DFS Web Secure.
DisCom2 Program
Year-to-date, 23 of the 25 scheduled milestones have been completed; one will be completed in Q4.  Accomplishments include:

· The external review of the DC-1.1 Milepost was completed.  A panel of 11 experts from universities, government labs, NSF, DOE, and DoD reviewed the accomplishments toward the milepost and concluded that DisCom2 had “passed the milepost with flying colors.”  Completion of the DC-1.1 Milepost demonstrated initial deployment of high-speed data movement capabilities, tri-lab access to information about the ASCI White environment, initial computational grid services, and initial tri-lab coordinated operational support of the White environment.

· Demonstrated the 4-stripe high-speed network connectivity to LANL and file transfers from ASCI White to LANL.  Work continues to fully tune the data transfer utilities in the LANL environment so that in the future >100MB/s rates can be achieved.
PathForward Program
Year-to-date, one of the three scheduled milestones has been completed, and one is on track for completion in Q3.  Accomplishments include:

· Demo 2 has now been completed, and a final report will be issued.
Visual Interactive Environment for Weapons Simulation (VIEWS) Program
Year to date, seven of the 11 scheduled milestones have been completed, and three will be completed in Q3.
· The ASCI/VIEWS Corridor Laboratory is open for business.  The Grand Opening of the Corridor was held on July 12, 2001.  We hosted Bill Reed, John Van Rosendale, and Mike Vahle, as well as Sandia Senior VP Tom Hunter.  Several presentations and demonstrations of the Scalable Rendering Cluster highlighted the Opening.  The Corridor is now available for use.
· VisIt (serial version) is running on the CA vis-cluster.  A demonstration/discussion of VisIt was held at SNL/CA by LLNL.
Physical Infrastructure and Platforms Program

Year to date, three of the five scheduled milestones have been completed.  One will be completed in Q4.  Accomplishments include:

· The new ASCI Red disk storage has been delivered to Sandia.

Ongoing Computing Program

One of the two scheduled milestones has been completed.  Accomplishments include:

· Two large fibre channel RAID disk subsystems were purchased, validated, and installed on the SGI visualization platforms.  The disk purchase, totaling 50 Terabytes, provides more than sufficient storage for scheduled ASCI Milestone visualization needs.

· The Cplant Antarctica cluster was placed into production on the Sandia Restricted Network and achieved a LINPACK rating of over 500 Gigaflops, placing it into the top 50 supercomputers in the world.

Institutes Program

All of the scheduled milestones have been completed.  Accomplishments include:

· The CSRI has hosted over 100 visitors representing 53 different universities, laboratories, and companies during the first nine months of FY01.
· We organized and hosted a workshop on fault-tolerant computing at Sandia/CA.
During the reporting period, Sandia performed the following activities in support of the ASCI Program:

· Supported the FY01 DOE/SNL Appraisal and the FY02 DOE/SNL Performance Appraisal efforts.
· Coordinated the FY02 IP effort.
· Coordinated overall budget with DOE including participating in the biweekly budget conference calls.
· Hosted workshops on Simulation and Computer Science in May and June.
· Provided rapid response to all DOE requests (e.g., Congressional inquiries, DOE-HQ technical presentations, budget questions, etc.)
Program Element Reports

1.1
Applications

Program Element Manager Assessment

The effort this quarter was focused on meeting the major review of the "ASCI External Advisory Panel," which was conducted on June 13-14.  Several presentations were presented around the STS Normal (FY01 milestone), the STS Abnormal (FY02 milestone), and the STS Hostile (FY03 milestone) areas.    

Significant progress continues to be made throughout the Applications arena.  Capabilities have been added to Presto; the successful port and benchmark of the massively parallel, structured and unstructured-grid solvers on the ASCI White machine have been performed; and the new release of Chili-SPICE is currently being used for the model development associated with the FY01 milestone calculation.  Completion ahead of schedule was accomplished through a combination of aggressive development efforts and reprioritization of tasks in the SIERRA architecture area.  

The effort associated with porting Salinas to SIERRA has been delayed due to efforts directed at completing the FY01 STS Normal Level I Milestone.  All efforts will be focused back on the Salinas port to SIERRA once this milestone is completed.  Also, the "Demonstrating a coupled, thermal, chemical, mechanical environment by running the multi-level solver in Adagio" milestone has been superceded by the milestone to release Calore to the Nuclear Weapons complex at the end of September 2001.
Accomplishments

Significant accomplishments during this reporting period include:

· In the implicit nonlinear dynamics area, the FETI solver has finished its integration into the SIERRA FEI and is now used on both Adagio and Andante as a preconditioner. An additional factor of two speedup has been realized for some Adagio problems, and contact without friction has been added.  
· The following capabilities have been added for Presto: 1) parallel frictional and frictionless contact via ACME; 2) restart; 3) parsed input has been refactored due to analyst’s input; 4) EOS with energy deposition; and 5) a generic material interface.  
· For Adagio additional capabilities include: 1) parallel frictionless contact; 2) restart; 3) parsed input has been refactored due to analyst’s input; 4) a generic material interface; 5) full tangent preconditioner that has reduced run times in some problems by a factor of four; 6) demonstration of H-adaptivity along with the ZZ error estimator; and 7) interface to FETI.  Additionally, four material models (foam plasticity, orthotropic crush, braze, and solder) were added and verified. 
· In the electromagnetic area, we have completed the message passing parallelization of the unstructured-grid solver and have nearly completed the integration of key sub-grid models for the radar fuze FY02 milestone simulations.  We have ported and benchmarked the massively parallel, structured- and unstructured-grid solvers on the ASCI White machine. We have designed and implemented the thin-wire algorithm. Serial verification results agree perfectly with our “legacy” code, VOLMAX.
ChileSPICE V 1.7.x was released (ChiliSPICE is currently being used for the model development associated with the FY01 milestone calculation.)
· In the SIERRA/FUEGO area, the laminar mass, momentum, energy, and species transport equations have been implemented for the new flow solver.    
· In the radiation transport area, the ITS-CAD is operational on the unclassified ASCI-Red, ASCI-Blue-Pacific, our local IBM RS6000 LAN, and a classified DEC alpha.  We performed extensive sensitivity radiation transport calculations for the SGEMP in the RG402 cujac cable.  We have written a post-processing program (EXOstrip) to strip out the dielectric components of CEPTRE data on a finite element mesh for input to CABANA. This will allow verification and validation testing of the linked CEPTRE and CABANA codes.

· Both the 1-D and 2-D Iwan models have been implemented and tested in Salinas.  All solver changes have been completed to use these non-linear models.  For the FY01 STS Normal milestone, the “feet” of the AF&F are being modeled with these capabilities. This represents the bolted joint capability.
· The milestone, “Capability for coupled time-domain EM and PIC on a structured grid achieved in EMPHASIS,” has been completed.  This consisted of a number of parallel runs on the RED machine that modeled a simple cavity, in vacuum, with X-ray induced photoemission of electrons and the resulting charge transport and induced electromagnetic field.

· The NuGET project concentrated on implementing the environment balancing algorithms and in generating stayout contours generated by the prompt and sustained environment for both hostile and fratricide encounters.  Whereas NuGET has been supporting stockpile requests with point calculations, the growing complexity of the requests and the parametric trade-offs have motivated us to accelerate the automation of the environment contour generation.
· Neutron generator power supply modeling capabilities are being developed on schedule.  A full neutron generator power supply model with current stack was developed and is undergoing debugging.  The ACME contact package was integrated into ALEGRA last quarter and is now being applied to the timer-driver interface with the power supply section.

· In the SIERRA architecture area, parallel dynamic load rebalancing has been completed ahead of schedule to support release of “Calore v1.0” in Q4 FY01. This capability is fully integrated with h-adaptivity and is used by the “Calore” application.  Completion ahead of schedule was accomplished through a combination of aggressive development efforts and reprioritization of tasks.  
· In the numerical algorithms/libraries area, we have also completed many efforts.  The initial design of pure virtual classes for the solver components in Trilinos has been completed.  Initial block-Gmres and block-Cg algorithms in Trilinos have also been completed.  The initial development and implementation of Petra parallel repartitioning capabilities using the Zoltan dynamic load-balancing library has been completed to extend the import/export and dynamic partitioning capabilities.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s Applications program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, 16 of the 19 scheduled milestones have been completed.

Applications Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

1.1.1.1.1.1
1
Q4
Implicit Nonlinear Dynamics Module Available in SIERRA (Andante)
On Track

1.1.1.1.1.2
1
Q3
Structural Implicit Dynamics Module Functional in SIERRA (Salinas)
Delayed to Q3/FY02

1.1.1.1.1.3
1
Q4
Coupled Quasistatics to Transient Dynamics Module (Presto/Adagio)
On Track

1.1.1.1.1.4
1
Q3
Three-Dimensional,  Laminar, Compressible Fluid Mechanics Module Installed within SIERRA (Saccara)
Delayed to Q4

1.1.1.1.1.5
1
Q4
SACCARA Coupled to Calore within SIERRA (Saccara/Calore)


1.1.1.1.1.6
1
Q4
Adaptive Advection Capability Implemented in ALEGRA (Alegra)
On Track

1.1.1.1.1.7
1
Q4
Hybrid-Grid Capability and Radar Fuze Models Available in EMPHASIS for W76-1 Radar Fuze Application (Emphasis)
On Track

1.1.1.1.1.8
1
Q4
Electrical Circuit Calculation in Support of FY01 Milepost (XYCE)
On Track

1.1.1.1.1.9
1
Q4
Demonstrate Thor for a variety of Penetration Problems Using a Variety of Remeshing/Remapping Strategies (Thor)
On Track

1.1.1.1.1.10
1
Q4
Complete Extension of Zapotec CTH/Pronto Coupling Methodology to AMR (Automatic Mesh Refinement) Version of CTH Eulerian Code (Zapotec)
On Track

1.1.1.1.2.1
1
Q4
Capability Demonstration of a Coupled Thermal/Chemical/Mechanical Environment by Running the Multilevel Solver Capabilities in Adagio Coupled to Calore.  This will be demonstrated in pressurization of a fireset housing


1.1.1.1.2.2
1
Q4
Capability Demonstration of a Turbulent, Combustion, Radiating, Coupled-Mechanics Demonstration with SIERRA/FUEGO including SIERRA/SYRINX
On Track

1.1.1.1.2.3
1
Q4
Capability Demonstration of a Coupled Multi-Mechanics Calculation (Fluid Mechanics, Thermal Conduction, and Enclosure Radiation) with General, Non-Matching Mesh, Surface-Surface Transfers at Fluid-Solid Interfaces
On Track

1.1.1.1.3.1
1
Q4
ITS-CAD Capability Achieved for Adjoint and Forward Coupled-Particle Transport
On Track

1.1.1.1.3.2
1
Q4
CEPTRE Capability Achieved for Radiation Transport on Large Meshes
On Track

1.1.1.1.3.3
1
Q4
Salinas Nonlinear Tape and Bolted Joints Capability
On Track

1.1.1.1.3.4
1
Q2
Capability for Coupled Time-Domain EM and PIC on a Structured Grid Achieved in EMPHASIS
Complete



1.1.1.1.3.5
1
Q4
Capability to Simulate the Coherent Hostile Environment Achieved in NuGET
On Track

1.1.1.1.3.6
1
Q4
Drift-Diffusion Modeling Capability Achieved in Devi Module of HPEMS
Delayed to Q4/FY02

1.1.1.1.3.7
1
Q4
Capability to Simulate the Implosion of a Liner Subject to the MRT Instability Achieved in ALEGRA Rad-MHD
On Track

1.1.1.1.4
1
Q3
Capability Demonstration  a Three-Dimensional Fixed-Grid Viscous Incompressible Flow Problem Involving Combination Vector Boundary Conditions
Delayed to Q2/FY02

1.1.1.1.4
2
Q4
Capability Demonstration of a Free-Surface Flow Problem (moving mesh)
Delayed to Q3/FY02

1.1.1.1.5.1
1
Q4
Capability Demonstration for Neutron Generator Power Supply Performance (Pegasus)
On Track

1.1.1.1.5.2
1
Q4
Capability Demonstration of a Self-Consistent Simulation of MC4300 Neutron Tube Accounting for Source Region, Plasma Flow Throughout Screen, Secondary Emission, Insulator Leakage Currents and Space-Charge Effects
On Track

1.1.1.1.5.3
1
Q4
Capability Demonstration of a 3-D, Incompressible, Coupled, Parallel Parachute Inflation Calculation Using a Significant Portion of ASCI Red's Processors
On Track

1.1.1.2.1
1
Q2
Deliver Advanced Mesh Topology Capabilities
Complete

1.1.1.2.1
2
Q4
Deliver Parallel Dynamic Load Rebalancing
Complete

1.1.1.2.2
1
Q2
ALEGRA Version 4 Framework Completed
Complete

1.1.1.2.2
2
Q4
Three-Dimensional Z-Pinch Simulation Completed
On Track

1.1.1.3.1
1
Q3
EIGENSYSTEM SOLVER RESEARCH: Integrate Anasazi into the Salinas Code for W76 Structural Dynamics Calculation Capability
Delayed to Q1/FY02

1.1.1.3.1
2
Q4
Software Frameworks/Libraries:  Deliver Version 2.0 of Petra, and initial Version 1.0 of the Trilinos Frameworks, Version 1.0 of Anasazi Library and Version 2.0 of ML Library
On Track

1.1.1.3.1
3
Q4
Linear Solvers Research Effort: Demonstrate the Parallel Smoothed Aggregation in ML 2.0 to SALINAS ASCI App. Code for Weapon System Structural Engineering Problem Containing Both Shell and Brick Elements within the Same Problem
On Track

1.1.1.3.1
4
Q4
Linear Solvers Research Effort: Apply Initial Aztec OO Linear Solvers and IFPACK Precondition in Trilinos Framework to GOMA Polymer Encapsulation Simulation for Neutron Generator Manufacturing Milestone Calculation
On Track

1.1.1.3.2
1
Q2
Complete Implementation of 4 Levels of Nested Parallelism within DAKOTA
Complete

1.1.1.3.2
2
Q3
Impact Computational Design in GOMA Using New Stability Analysis Algorithms in LOCA Library
Complete

1.1.1.3.3
1
Q2
Release Version 5.0 of CUBIT which Contains Capabilities to Effectively "Reduce the Time to Mesh" on ASCI Geometries
Complete

1.1.1.3.3
2
Q2
Demonstrate Ability to Generate 100 Million Element Hex Mesh (by refinement of a simple hex mesh)
Complete

1.1.1.3.3
3
Q4
Release Version 6.0 of Cubit which Contains Capabilities to effectively "Reduce the Time to Mesh" on ASCI Geometries
On Track

1.1.1.3.3
4
Q4
Provide Parallel Tet Meshing of Deformed Geometry on ASCI MP Machines
On Track

1.1.1.3.4
1
Q4
A Posteriori Error Bounds for a Parabolic and/or Elliptic Model Problem in a SIERRA-Based Application Code Delivered
On Track

1.1.1.3.4
2
Q4
Deliver Zoltan with Enhanced Functionality to ASCI Developers at SNL
On Track

1.1.1.3.4
3
Q3
Parallel Node-Face Interactions Implemented
Complete

1.1.1.3.4
4
Q4
Perform a 3-D Radiation Transport Calculation on a Representative Z-Pinch Hohlraum
On Track

1.1.1.4.1
1
Q3
Develop Mesh to Support 3D STS Normal Analysis Including Aeroshell; AF&F; Nuclear Explosive Package; Neutron Generators & Support Structure; Electromagnetic Calculations for Radar Performance; and Hypersonic Impact with Rough/Heterogeneous Targets
Complete

1.1.1.4.2
1
Q4
Deliver User Visualization Tools and Support for Analysis of  3D Dynamic Response Applications
On Track

1.1.1.4.2
2
Q4
Deliver Advanced Facility Support to Meet Application Program Requirements
On Track

1.1.1.5.1
1
Q4
Tool Integration to Support the Configuration Management Requirements as Defined in the "ASCI Application V&V Infrastructure: Vision, Principles, and Guidelines" Document
On Track

1.1.1.5.1
2
Q3
Tool Integration to Support the Software Development Requirements as Defined in the "ASCI Application V&V Infrastructure: Vision Principles, and Guidelines" Document
Complete

1.1.1.5.1
3
Q3
Complete the Tool Integration to Support the SD-1 and SD-2 Requirements for Software Development as Defined in the "ASCI Application V&V Infrastructure: Vision, Principles, and Guidelines" Document
Complete

1.1.1.5.1
4
Q3
Complete the Tool Integration to Support the CM-1 to CM-6 Requirements for Configuration Management as Defined in the "ASCI Application V&V Infrastructure: Vision, Principles, and Guidelines" Document
Complete

1.1.1.5.2
1
Q2
Deliver Production Coyote Simulation Capabilities
Complete

1.1.1.5.2
2
Q4
Deliver New Production Version of Pronto3-D
On Track

1.1.1.5.3
1
Q2
Installation of Current SEACAS System at LANL
Complete

1.1.1.5.3
2
Q3
Installation of Current SEACAS System at LLNL
Complete

1.1.1.5.3
3
Q4
Installation of Current SEACAS System at Kansas City
On Track

Issues/Concerns
See Program Manager Assessment.

1.2
Validation and Verification

Program Element Manager Assessment

This quarter progress has been made specifically in the Support for Software Quality Engineering V&V Infrastructure, Validation Metrics, and Development of ASCI Software.  The Level I peer reviews (ALEGRA, EMPHASIS, CEPTRE-ITS), the final ALEGRA V&V plan, and the development of the SIERRA release and distribution management process overview document has been completed on schedule.  A draft of guidelines for validation experiments was also completed.  In addition, several advancements were made in the SACCARA, EMPHASIS, and Pegasus areas.  Version 2.1 of DAKOTA was released internally, allowing for testing of the initial implementation of UQ tools. 

Both milestones for Modifying and Maintaining V&V plans have been delayed.  Due to a refocus on application environments for the peer review process, there was insufficient funding to develop the updated Level II Peer Review Process and also conduct a Level II Peer Review during FY01.  It has not yet been determined when and where the Verification Workshop (milestone due in Q4) will be held.

Accomplishments

Significant accomplishments during this reporting period include

· In the Software Engineering Practices area of the program, we: (1) completed Session 3 Level I peer reviews including ALEGRA framework, EMPHASIS, and CEPTRE-ITS; (2) completed the final ALEGRA V&V plan; and (3) developed the SIERRA release and distribution management process overview document.  
· Work continues in the area of consultation and development support for the SIERRA group.  We completed (1) the requirements management process definition, (2) the requirements management implementation document-the "bridge" document between the process document and the DOORS USERS GUIDE, (3) the initial draft of a software engineering policy for SIERRA, and (4) a paper on "Verification and Validation of Software Used for Modeling and Simulation."   
· A draft of guidelines for validation experiments ("Guidelines for ASCI Code Validation Experiments") was completed.  Substantial progress was made on the thermal foam decomposition case study including: writing a conference paper documenting a simple example thermal problem; finalizing a parameter set for CPUF; and assembling a complete database of approximately 50 TGA experiments, along with their corresponding model predictions. Work in the structural mechanics case study was completed and extended as summarized in two papers, "Statistical Validation of Structural Dynamics Models" and "Validation of Structural Dynamics Models Via Hypothesis Testing."   
· In the SACCARA area, turbulent solutions have been performed for the coarsest mesh using several turbulence models. Comparison with experimental data for skin friction showed excellent agreement for all the turbulence models except for the k-epsilon model. 
· In the EMPHASIS area we completed the comparison of our frequency-domain code to analytical results for high Q-factor cavities with thin-slot penetrations into cavity and thin-wire antennas inside the cavity.  This resulted in a new, fundamental understanding of the amplification of numerical, grid-induced noise in a high-Q cavity, better illuminating the modeling limitations of the code.  
· In the Pegasus area, ICARUS calculations for the MC4300 neutron tube were completed for a matrix of accelerator voltages and source currents. 
· In the Uncertainty Quantification portion of the program, we investigated one of the new mathematical methods for representing epistemic uncertainty: evidence theory.  
· A major review of alternative mathematical methods for representing epistemic uncertainty was also completed.  We computed the uncertainty in a system response that is due to two uncertain parameters in a simple model for a system. We used traditional probability theory to represent the uncertainty in the same system.   We showed that probability theory severely underestimated the uncertainty in the system response compared to evidence theory.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s V&V program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, three of the six scheduled milestones have been completed; three will be completed in Q4.

Validation and Verification Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

1.2.1.1
1
Q2
Complete Level I Peer Review of the V&V Plans
Delayed to Q4

1.2.1.1
2
Q4
Prototype a Level II Peer Review
Delayed to FY02

1.2.1.1.2
1
Q4
Plan Tri-Lab Verification Workshop


1.2.1.1.3
1
Q3
Develop V&V Risk Management Plan
Delayed to Q4

1.2.1.1.3
2
Q4
Deliver Prototypes, Training, and Consulting on Software Engineering Practices
Complete

1.2.1.1.3
3
Q4
Consolidate SQE Frameworks
On Track

1.2.1.1.3
4
Q4
Design and Implementation of Overall Records Management System
On Track

1.2.1.2.1
1
Q4
Document Validation Metrics
On Track

1.2.1.2.1
2
Q2
Publish Version 1.0 of Validation Experiment and Documentation Guidelines
Delayed to Q4

1.2.1.2.2
1
Q4
Complete Validation Simulations for Normal Environments
On Track

1.2.1.2.2
2
Q4
Complete Validation Simulations for Abnormal Environments
On Track

1.2.1.2.2
3
Q4
Complete Validation Simulations for Hostile Environments
Delayed to Q1/FY02

1.2.1.2.2
4
Q4
Complete Validation Simulations for Manufacturing and Component Performance
On Track

1.2.1.3.1
1
Q1
Document Plan to Investigate Epistemic Uncertainty
Complete

1.2.1.3.1
2
Q4
Complete and Document an Application with STS Requirements Mapped to M&S Requirements
Cancelled

1.2.1.3.1
3
Q3
Complete and Document Assessment of Complex Step Method
Delayed to Q4

1.2.1.3.2
1
Q2
Complete Initial Implementation of UQ Tools in DAKOTA
Complete

1.2.1.3.2
2
Q4
Demonstrate ASCI Uncertainty Quantification Capability Using DAKOTA
On Track

Issues/Concerns
See Program Manager Assessment.

1.3
Materials and Physics Models

Program Element Manager Assessment 

Progress continues to be made in the many diverse areas of the M&PM Program this quarter.  The first principles electronics structure computer code for the diffusion of carbon in nickel has been validated.  The newest coupled viscoplastic damage model for solder into JAS-3D and into the SIERRA framework has been implemented.  The manufacturing team is receiving positive responses from our software test engineers.  The elastic/plastic material models for metals has been implemented and verified in the SIERRA framework; and in the PZT area, the DENSIFY code has successfully been extended to 3-D and verified.  

One area of concern is the suitable experimental validation data that is needed for the neutron model associated with the bipolar junction transistor work.  The existing data set is incomplete and is between 12 and 30 years old.  Technological changes in electronics have made the need for the new data sets a priority.

Accomplishments

Significant accomplishments during this reporting period include:

· In the Materials Aging and Reliability portion of the program, we validated VASP (first principles electronics structure computer code) for the diffusion of carbon in nickel.  Under the atomistic molecular dynamics (MD) simulations of self-assembled monolayers (SAMS), all of the planned work has been completed.  The calculations of epoxies with multiple bonds to surface are complete, and the calculations of elastomer network adhesion to the solid surface have been finished. In the area dealing with improved mechanistic models of kinetic processes into the GOMA-Corrosion code, empirical potentials for the description of chalcocite have been developed. The ability of the potentials to describe transition states has been validated by comparison to first principles calculations of vacancy migration in a model high symmetry form of Cu2S.
· In the TMF area, we implemented the newest coupled viscoplastic damage model (CVD) for solder into JAS-3D and into the SIERRA framework so that it is available for use with ADAGIO. This version generates good predictions for both monotonic and cyclic loading. We also implemented the first fully-scaleable MPM3D code on PCs, ASCI Red, and the ASCI Blue. 
· Under radiation effects in metals, 3-D radiation effects were validated to thermal response data from ACRR-exposed implanted samples.  
· In the organic materials area, a theory for calculating the free volume distribution of polymers was developed based on Scaled Particle Theory originally developed for atomic liquids.

· In the Manufacturing portion of the program, we presented comparisons between our simulations of the LIGA development process and measurements made at the German FZK Research Center in Karlsruhe.   
· In the area of SMM (Surface Micro Machining), beta tesing has occurred for the MEMS 3-D geometric modeler for the last few months, and we are receiving positive responses from our software test engineers. 
· In the welding area, level set embedded interface tracking was implemented within GOMA’s ALE moving mesh algorithm.  This was applied to modeling the motion of a molten brazing material, in particular the potentially complex wetting behavior of this material.  Analysis of results from noble-metal alloy dissolution experiments was completed and indicated that preferential dissolution from multi-component alloys causes non-equilibrium IMC growth during dissolution. 
· In the encapsulation area, a production-ready version of the nonlinear viscoelastic (NLVE) materials model has been implemented in the JAS3D finite element code.  A complete set of NLVE material model inputs has been generated and validated for Epon 828/DEA.   
· In the forging area some exciting design work is occurring with newly developed ASCI tools.  Two new GTS forgings were designed using these tools, and these tools were used to produce first-part-correct forgings with improved quality.  New models have been developed for two other forging materials that will be used to design a new GTS forging process. 
· In the Materials and Constitutive Models portion of the program, elastic/plastic material models for metals have been implemented and verified in the SIERRA framework.  
· In the PZT area, the DENSIFY code has successfully been extended to 3-D and verified.  DENSIFY captures physical phenomena important to describe sintering processes known to contribute to the microstructures present in PZT 95/5 ceramics.   
· In the fire development area, a baroclinic vorticity model of buoyant turbulence is under development.  A version of the model has been shown to produce reasonable-to-good results for fire simulations over a wide range of length scales (0.3 to 5.0-m diameter pool fires) and fuel types (JP8, methane, methanol).
· In the Numerical Algorithms portion of the program, we are on track to meet the milestone associated with nonlinear solvers research. We completed an initial implementation of the inexact Newton solver.  The development of the line search globalization strategy has begun as well.  In addition, we are now beginning the process of evaluating the GOMA code for integration of the nonlinear solver library component.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s M&PM program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, two of the three scheduled milestones have been completed; the other one will be completed in Q4.
Materials and Physics Models Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

1.3.1.1.1.1
1
Q4
Segregation of Impurities to Grain Boundaries in Nickel will be Predicted
On Track

1.3.1.1.1.2
1
Q4
Implement Coulomb Contact/Interface Model into TAHOE
On Track

1.3.1.1.1.3
1
Q4
Perform Atomistic MD Simulations of SAMs Bonded to Silicon Oxide
On Track

1.3.1.1.2.1
1
Q3
Calculate Molecular Scale Forces for Stockpile Adhesives
Complete

1.3.1.1.2.1
2
Q4
Improve Continuum Modeling of Crack Propagation in Adhesives
On Track

1.3.1.1.2.2
1
Q4
Incorporate Improved  Mechanistic Models of Kinetic Processes into the Goma-Corrosion Code
On Track

1.3.1.1.3.1
1
Q2
Demonstration of Strain Enhanced Diffusion Simulation with the MPM Code (Thermomechanical Fatigue in Solder Joints)
Complete

1.3.1.1.3.2
1
Q3
Complete a 3-D Energy Deposition and Point Defect Production Simulation (Radiation Effects in Metals)
Delayed to Q4/Fy01

1.3.1.1.3.3
1
Q4
Calculate Diffusion Coefficient for Oxygen in PIB and EPDM Using Multidimensional TST and Memory Function (Degradation of Organic Materials)
On Track

1.3.1.1.3.4
1
Q4
Define Microstructural Effects on Crack Nucleation and Propagation (Reliability of Ceramics)
Delayed to Q1/FY02

1.3.1.1.4.1
1
Q4
A Tool to Compute Radiation Effects Phenomena in Terms of Physical Mechanisms
On Track

1.3.1.1.4.1
2
Q4
Physics-Based SPICE Models for Low Dose Rate & Total Dose Qualification & Design Circuit Simulations
On Track

1.3.1.1.4.2
1
Q4
Deliver a High-Fidelity Dose-Rate Model of a Discrete Bipolar Junction Transistor
On Track

1.3.1.2.1
1
Q4
Complete and Report Two-Dimensional Modeling of Enhanced Transport Because of Acoustic Streaming in LIGA Features; Complete Bath-Scale Modeling of Sound Intensity Field; Incorporate Electrochemical and Buoyancy Models into Goma and Apply to Multi-Dimensional Electrodeposition.
On Track

1.3.1.2.1
2
Q4
Perform a Case-Study Demonstrating Seamless Design-to Analysis Process for an SMM Design
On Track

1.3.1.2.1
3
Q4
Determine the Capabilities of existing ASCI Codes for Handling Birth/Death of Elements
On Track

1.3.1.2.2.1
1
Q4
Three-Dimensional Results Showing Sensitivity of Traveling Electron Beam (EB) Weld Penetration to Material and Process Parameters with Report (Includes Solidification, Welds and Resistant Weld Process Modeling)
On Track

1.3.1.2.2.2
1
Q4
Exercise Nonlinear (NLVE) Model for the 4531 Neutron Generator to Determine Optimal Cure Schedule and Residual Stresses (Encapsulation)
On Track

1.3.1.2.2.3
1
Q4
Demonstrate Optimization Tools to Improve Quality of Forgings (Forging)
On Track

1.3.1.3.1
1
Q4
Scale-Dependent Material Mechanics and Surface Interaction Code Modules Implemented
On Track

1.3.1.3.2.1
1
Q4
Elastic/Plastic Material Models for Metals Implemented into SIERRA Infrastructure
On Track

1.3.1.3.2.2
1
Q4
Implement Abel-Like Foam Decomposition Model in Integrated ASCI Codes to Support Weapons Safety Simulations
On Track

1.3.1.3.2.3
1
Q4
Implement v2-f Turbulence Models in Integrated ASCI Codes to Support Weapons Safety Simulations
On Track

1.3.1.3.3
1
Q4
Complete Extension of DENSIFY Code to 3-D and Validate (PZT)
On Track

1.3.1.3.3
2
Q4
Complete Simulations and Visualization of the Electromechanical Response of a Porous Polycrystal Sample Meshed with More than 10 Million Elements
Delayed to Q1/FY02

1.3.1.4.1
1
Q4
Complete Development and Implementation, into SACCARA, of Detached Eddy Simulation Capability
On Track

1.3.1.4.2
1
Q4
Develop buoyant-Turbulence Model that Permits More Accurate Simulation of Pool Fire Scales
On Track

1.3.1.4.3
1
Q4
For Aluminum Honeycomb, Complete Numerical Constitutive Experiments with Cell Level Crush and Stability Models for Complex Load Paths
On Track

1.3.1.4.4
1
Q4
For Thermosetting Polymers, Complete Formalism for Adhesive Failure
On Track

1.3.1.5
1
Q4
Nonlinear Solvers Research Effort: Apply initial in exact Newton Method with Dynamic Convergence Criteria and Backtracking Globalization to Goma Polymer Encapsulation Simulation for Neutron Generator Manufacturing Milestone Calculation
On Track

1.4.1.1
1
Q4
Joint Models


1.4.1.2
1
Q4
Modeling of Plastic Materials


1.4.1.3
1
Q4
Dynamic Response Multiphase Mixture Model


1.4.1.4
1
Q4
Constitutive Models for Hard Targets
On Track

1.4.1.5
1
Q4
Mesoscale Modeling of Explosive Composites


1.4.1.6
1
Q4
Saturation-based Subgrid Models


1.4.1.7
1
Q4
Compressible Turbulence Models
On Track

1.4.1.8
1
Q4
Plasma Attentuation in SACARRA
On Track

1.4.1.9
1
Q4
Multiconductor Cable Subgrid Models


1.4.1.10
1
Q4
Thin Dielectric Subgrid Models


1.4.1.11
1
Q4
Transformer Model
On Track

Issues/Concerns

See Program Manager Assessment.

2.1
Problem Solving Environment (PSE)

Program Element Manager Assessment

The PS1.1 PSE Level 1 Milestone Review was held April 10-12, 2001.  The Review Panel's assessment was "that the PSE program passed all aspects of this milestone."  The Milestone report raised several issues, which have been addressed in a joint tri-lab response to HQ.  Several follow-up meetings and presentations also were assembled in part as a result of the review.  These have led to an increased emphasis on support for the activities of the Applications Program Element as well as for DSW analysts. 
PSE has continued its re-focussing of IP-defined milestone activities on the needs of the Applications Program Element customers as called for in the Top 35 projects.  Many of the Top 35 activities are directly related to the current IP Milestones and were derived from the Sandia PSE/VIEWS planning meeting held last February.  As a result, projects, such as the Problem Setup and Materials Database, have been crystallized from the current IP and explicitly written into Top 35 projects as well as the FY02 IP.
Accomplishments

Significant accomplishments during this reporting period include:

· 2.1.0.3.2:  A design document for a Kerberos/DCE Credential Refresh Agent was written by SNL and distributed to the Tri-Labs and Plant for comment.  
The DFS Web Secure Server was modified by SNL to allow LANL users to authenticate with their Cryptocards, thus allowing this server to be used for a number of Tri-Lab applications.  Cross-cell trust was established with the Kansas City Plant, so that those users can access SNL services, including DFS Web Secure.  
The Sandia Web File Share (Intradoc) Server was put into production using DCE authentication, so that users from LLNL and KCP can access it via DCE cross-cell trust.  It does not yet support Cryptocards and is, thus, not accessible from LANL.
· 2.1.0.4.2:  A descriptive model of the system has been developed for the purpose of describing cost and complexity.  This model uses an "optimality" criterion to measure performance with respect to system cost.  The performance metric used is the aggregate data flow through the system.  The model is undergoing several refinements, including the underlying data quality.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s PSE program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, seven of the nine scheduled milestones have been completed, and one will be completed in Q4.  

PSE Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

2.1.0.1.1
1
Q1
10-TeraOPS SDE Milepost complete.
Complete

2.1.0.1.1
2
Q2
10-TeraOPS SDE Scalability Tests complete.
Cancelled

2.1.0.1.1
3
Q4
RTS Systems and Tools ready for NA-2.1 Milepost.
On Track

2.1.0.1.1
4
Q4
Initial Environment Software Release for 30-TeraOPS Compaq System
On Track

2.1.0.1.2
1
Q4
Full-Platform ARES, Kull, and ALE3D Simulations Demonstrated Using Hypre.
LLNL

2.1.0.1.2
2
Q4
Performance Comparison of Newton-Krylov-Multigrid And Fas Nonlinear Solvers for Problems of Interest at the Laboratory Documented.
LLNL

2.1.0.1.2
3
Q4
Demonstrate Applicability Of Object-Oriented Frameworks for Future ASCI Codes.
LLNL

2.1.0.1.2
4
Q4
First Release of Code Characterization Test Suite.
LLNL

2.1.0.1.2
5
Q4
IDEA System Enhanced and New Applications Added.
On Track

2.1.0.1.2
6
Q4
Advanced Linear, Nonlinear, and Grid Algorithms Implemented.
On Track

2.1.0.1.2
7
Q4
Performance Analysis of Selected ASCI Application Codes on 10-Teraops and 30-Teraops Platforms.
LANL

2.1.0.1.2
8
Q4
Application Code Computer Science Support, Performance Analysis, and Performance Modeling in Support of ASCI Milepost Calculations and 10-TeraOPS and 30-TeraOPS Platform Ports.
LANL

2.1.0.1.2
9
Q4
Provide the UPS Library on the 30-TeraOPS Platform in Support of LANL Application Milepost Calculations.
LANL

2.1.0.1.2
10
Q4
Provide the POOMA Framework on the 30-TeraOPS Platform in Support of LANL Application Milepost Calculations.
LANL

2.1.0.2.1
1
Q1
HPSS R4.3 Design Completed
Complete

2.1.0.2.1
2
Q1
HPSS R5.0 Studies and Prototyping Completed.
Complete

2.1.0.2.1
3
Q2
HPSS R4.2 Delivered.
Complete

2.1.0.2.1
4
Q3
HPSS R4.3 Coding Complete.
Complete

2.1.0.2.1
5
Q3
HPSS R4.2 Deployed in Unclassified and Classified Centers.
Delayed to Q4/FY01

2.1.0.2.1
6
Q4
FY02 I/O Architecture Report Delivered.
Not Required

2.1.0.2.2
1
Q4
Verify OS-bypass Functionality and Performance in Target Environment.
Cancelled

2.1.0.2.2
2
Q4
Test and Verify Performance of Parallel Sockets Library.
LLNL

2.1.0.2.2
3
Q4
Extend ST/GSN Hardware and Software Capabilities.
LANL

2.1.0.2.2
4
Q4
ASCI Blue Mountain and 30-TeraOPS System Interconnect and External Network Support.
LANL

2.1.0.2.3
1
Q1
Speed and Reliability of Platform Partner File Systems Verified.
Not Required

2.1.0.2.3
2
Q4
Prototype Portable, Parallel File System with Performance Enhancements Delivered.
Delayed to Q4/FY02

2.1.0.2.3
3
Q4
Speed and Reliability of Intermediate I/O Libraries Verified.
On Track

2.1.0.2.3
4
Q4
Prototype End-to-end I/O for Scalable Data Services Deployed.
On Track

2.1.0.3.1
1
Q4
Prototype IP over DWDM.
On Track

2.1.0.3.1
2
Q4
Prototype GE-based Computational Plant.
On Track

2.1.0.3.1
3
Q4
Demonstrate a Prototype Bandwidth Broker for Dynamic Network Resource Provisioning.
Cancelled

2.1.0.3.1
4
Q4
Deliver Data Compression/Decompression Hardware for Delivering Digital Video Over Ethernet.
Delayed to Q2/FY02

2.1.0.3.1
5
Q4
Demonstrate Prototype Elements for High-speed IP Encryption.
Cancelled

2.1.0.3.1
6
Q4
Demonstrate a Linux Based Driver for Infiniband Prototype Hardware.
On Track

2.1.0.3.2
1
Q1
DCE/DFS Software Available on the 10-TeraOPS System, Providing Access to the Sierra Code Repository at SNL.
Complete

2.1.0.3.2
2
Q2
Completed Enhancements to Multi-Lab Security Infrastructure and Services.
Delayed to Q4 FY02

2.1.0.3.2
3
Q4
Published Report Assessing Viability of New Security and Distributed File System Technologies and Standards.
Delayed to Q2/FY02

2.1.0.3.3
1
Q2
Remote Access Provided to ASCI White.
LLNL

2.1.0.3.3
2
Q3
Deploy a DRM System on the 30-TeraOPS System.
LANL

2.1.0.4.2
1
Q1
Completion of PSE Subproject-Specific Planning Documents for Software Configuration Management, Software Quality Assurance, Requirements Definition, Peer Review, and Product Engineering SPI Key Process Areas.
LLNL

2.1.0.4.2
2
Q1
Completion of System Engineering Studies of the Data Services and B-61 Cross-Cut Projects.
Complete

2.1.0.4.2
3
Q4
Complete System Design Modeling and Trade-Off Studies for the Data Services and B-61 Cross-Cut Projects. (*The B-61 Cross-Cut part of this activity has been cancelled.)
On Track

2.1.0.4.3
1
Q1
Complete Integration of the MuSST Machine.
LLNL

2.1.0.4.3
2
Q3
Integration of IBM Double-Double Switch Technology on MuSST.
LLNL

Issues/Concerns
· 2.1.0.3.1:  MS-4. Subsequent to the completion of the top-level design of the Interactive Remote Visualization prototype hardware last quarter, it was determined that the circuit would not fit within the selected form-factor.  Therefore, the encoder and decoder functions required splitting into two separate fabrications. 
This design change enabled specific improvements in the architecture, enabling encoder and decoder prototypes to more closely resemble a commercialized beta product, thus reducing the time required for technical transfer or a commercial contract to field and support units as needed. For example, a significant decrease in per unit cost will be achieved in a wide scale implementation because the PCB complexity and component count on both the encoder and decoder have been reduced. The new design supports a fully recofigurable systolic process and session configuration management through a single board computer (installed on each unit).  Thus, most improvements to the system will only require a software modification that can be pushed to encoders and decoders through a centralized master controller.  This reduces the probablity that the hardware will have to be redesigned for future version releases (including changes in compression algorthims, support for additional transport protocols, user interface menus and add-on functionality for remote interactivity with visualization applications).  This part of the project will be available during Q1/FY02.
2.2
DisCom2

Program Element Manager Assessment

The most significant accomplishment in Q3 was completion of the external review of the DC-1.1 Milepost.  A panel of 11 experts from universities, government labs, NSF, DOE, and DoD reviewed the accomplishments toward the milepost and concluded that DisCom2 had "passed the milepost with flying colors."  Several of the panel members came to SNL/NM and witnessed demonstrations of the milepost capabilities.
Completion of the DC-1.1 Milepost demonstrated initial deployment of high-speed data movement capabilities, tri-lab access to information about the ASCI White environment, initial computational grid services, and initial tri-lab coordinated operational support of the White environment.  Subsequent accomplishments in Q3 include demonstrating the 4-stripe high-speed network connectivity to LANL and file transfers from ASCI White to LANL.  Work continues to fully tune the data transfer utilities in the LANL environment so that in the future >100MB/s rates can be achieved.
Also significant in Q3 are the accomplishments on the "Top 35" list of needs identified by the SNL Applications Program element. DisCom2 completed documenting a "Recipe for use of ASCI White", which is one of the Top 10 needs requested by the SNL applications program.  In addition, the DisCom2 high-speed data transfer capabilities are in use by the analysts at SNL running Level 1 Milestone calculations on White.
Accomplishments

Significant accomplishments during this reporting period include:

· The DC1.1 Milepost was externally reviewed and "Passed With Flying Colors" 
· 2.2.0.1.2-1: CRStat unclassified website is up and operational, now monitoring all SecureNet connected devices at SNL and LLNL from SNL.

· 2.2.0.1.2-6:  Five terabytes of disk storage to Edison at Sandia were added.
· 2.2.0.1.3-1:  The network and application performance was tuned and well documented in the Milepost DC1.1 External Review documentation. 

· 2.2.0.1.3-2:  The network equipment has been integrated into the local NOCs, and the processes to detect and report network failures have been demonstrated on several occasions.  The data analysis application development has been moved to the ASC for FY02.
· 2.2.0.2.1:  The May 01 CR was demonstrated during the DisCom2 DC1.1 Milepost on the ASCI White platform/environment.  Areas of focus included Tri-Lab Information Access, Remote I/O Data Movement (integration/deployment of parallel WAN architecture and applications), Distributed Resource Management (DRM) Services, Remotely Controlled Capability, and Tri-Lab Coordinated User Support.
· 2.2.0.2.2-4:  During Q3 significant progress was made in enhancing our user interface, workflow management system, and grid monitoring capability; and user and adminstration documentation was delivered to the support staff.
· 2.2.0.3.4-1:  The CplantTM nodes have been delivered and installed.

Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s DisCom2 program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, 23 of the 25 scheduled milestones have been completed.  

DisCom2 Program Milestone Status Log

WBS
MS 
DUE
DESCRIPTION
STATUS

2.2.0.1.1
1
Q1
Demonstrate the DisCom2 WAN Parallel Architecture and Functionality with Initial ASCI WAN Bandwidth.
Complete

2.2.0.1.1
2
Q2
Deploy and Validate for General Availability (GA) the DisCom2 WAN Communications at OC-48 Between Labs.
Complete

2.2.0.1.1
3
Q3
Demonstrate High-Speed File Movement at OC-48 Data Rates to be GA Between Platform And Remote Sites.
Complete

2.2.0.1.1
4
Q2
Collaborate to Develop High-Speed Encryption.
Complete

2.2.0.1.1
5
Q3
Determine ASCI WAN Bandwidth Upgrade Requirements.
Complete

2.2.0.1.1
6
Q4
Demonstrate Solutions for Optimal End-To-End Machine Throughput.
Cancelled

2.2.0.1.1
7
FY02 Q2
Collaborate to Develop High-Speed Encryption.
Not Required

2.2.0.1.1
8
Q4
Complete Deployment of Unified Data Movement Applications.
On Track

2.2.0.1.2
1
Q2
Conduct Review of Application Service Center Design.
Complete

2.2.0.1.2
2
Q4
Deploy the DisCom2 Application Services Center.
On Track

2.2.0.1.2
3
FY02 Q2
Deploy the DisCom2 Application Services Center in Classified Environment.
On Track

2.2.0.1.2
4

Provide Operational Support Processes – Ongoing.
On Track

2.2.0.1.2
5
Q2
Convert SNL and LANL ASCI codes to run on White.
Complete

2.2.0.1.2
6
Q3
Deploy Storage Services that Balance the Performance of the White Platform and the ASCI Bandwidth.
Complete

2.2.0.1.2
7
Q2
Modify Prototype (Production Assistant) Job Submission Scripts for Inclusion by DRM Activities.  Maintain prototype tools for remote sites that are not part of the DRM environment.
Not Required

2.2.0.1.2
8
Q4
Create an ASCI Collaboration Extranet at KCP.


2.2.0.1.2
9
FY03 Q1
Demonstrate Unclassified Job Submission from DCP to SNL with New Network Corridor With Visualization at KCP.
Not Required

2.2.0.1.2
10
Q1
Develop and Deploy "Yellow" Network Connectivity at 

Y-12.
Not Required

2.2.0.1.2
11
Q3
Establish ATM Connectivity to Manhattan.
Not Required

2.2.0.1.3
1
Q3
Publish Analysis Report on WAN Performance.
Complete

2.2.0.1.3
2
Q3
Deploy an Integrated Virtual NOC to Support the Applications Services Center.
Complete

2.2.0.2.1
1
Q1
Demonstrate Operational Nov00 CR that Highlights Multi-Lab Single Computing Fabric to Access CPlantTM, and the Three 3-TeraOPS Systems.
Complete

2.2.0.2.1
2
Q3
Demonstrate Operational May 01 CR that Highlights 10-TeraOPS Multi-Lab User Environment, and Includes Integration/Deployment of Parallel WAN Architecture and Applications.
Complete

2.2.0.2.1
3
Q4
Release Updated System Description Operational Model.


2.2.0.2.2
1
Q1
DRM Infrastructure for Classified Computing Resources Deployed.
Complete

2.2.0.2.2
2
Q2
Remote Job Submission for Platform for Multi-Lab Users Demonstrated.
Complete

2.2.0.2.2
3
Q2
Operational DRM Support Services Deployed per the CR.
Complete

2.2.0.2.2
4
Q3
DRM User Environment and Application Support Services Deployed in Accordance with the CR.
Complete

2.2.0.2.2
5
FY03
FY03 DRM Infrastructure for Noncompute Resources Designed.
Not Started

2.2.0.2.2
6
Q4
Advanced Scheduling Alternatives Evaluated and Demonstrated.
On Track

2.2.0.2.3
1
Q1
Accreditation of DRM and Other Supporting Security Capabilities to Enable Q1 FY01 Capability Release That Highlights Multi-Lab Single Computing Fabric.
Complete

2.2.0.2.4
1
Q4
Demonstrate a High-Performance Component Architecture for Software Framework Integration on ASCI Systems.
On Track

2.2.0.2.4
2
Q2
Demonstrate Model Assembly and Problem Setup Using the SIENA Framework and Model Manager Plugin on a Distributed ASCI System for a Generic Hardware System Analysis Using PRONTO.
Complete

2.2.0.2.4
3
Q3
Deploy Model Assembly and Problem Setup Capabilities on an ASCI Platform for System Weapon Analysis.
Complete

2.2.0.2.4
4
Q4
Develop and Deploy Enhanced Model Assembly and Problem Setup Capabilities using the SIENA Framework and Model Manager Plugin on a Distributed and Secure ASCI System for Weapon System Analysis.
On Track

2.2.0.2.4
5
Q4
Perform Customer Requirement Analysis for the Simulation Analysis Post-Processing and the Weapon Design Domains.
On Track

2.2.0.2.4
6
FY02
Develop and Deploy Archiving of Limited D-A-M Artifacts, Limited Simulation Study and Post-Processing Analysis, and Limited Geometry Management using the SIENA Framework and Archive Manager, Study Manager, and Geometry Manager Plugins on a Distributed and Secure ASCI System for Weapon System Analysis.
Not Started

2.2.0.2.4
7
FY02
Develop and deploy archive management, simulation study and post-processing management, and geometry management of any D-A-M artifacts using the SIENA Framework and Archive Manager, Study Manager, and Geometry Manager Plugins on a Distributed and Secure ASCI System for Weapon System Analysis.
Not Started

2.2.0.2.4
8
FY03
Develop and deploy SIENA Framework, Model Manager Plugin, Archive Manager Plugin, Study Manager Plugin, and Geometry Manager Plugin on a Federated, Distributed, and Secure ASCI System for Weapon System Analysis (between Sandia and another lab).
Not Started

2.2.0.2.4
9
Q4
Deploy on ASCI Platforms a Scalable, Integrated Meshing Componenets (including GJOIN v2.0), Usable Both as a Standalone Tool and as an Integrated Tool with the SIENA Framework.
On Track

2.2.0.2.4
10
Q4
Develop Scalable, Persistent, In-Core, CCA-Compliant Integrated Data Service Component Interface Specifications and Deploy the Component Implementation on ASCI Platforms.
On Track

2.2.0.2.4
11
Q4
Deploy a Production CCA-Compliant Implementation of ESI/FEI Solver Frameworks on ASCI Platforms.
Not Started

2.2.0.3.1
1
Q2
Enhanced Production Environment Tools Deployed.
Complete

2.2.0.3.1
2
Q2
Technology Transfer Package Completed.
Complete

2.2.0.3.1
3
Q3
Performance Enhancements Deployed.
Delayed to Q2/FY02

2.2.0.3.1
4
Q4
Enhanced Capabilities Deployed.


2.2.0.3.1
5
Q4
Demonstrate a High-Performance Shared File System on a Linux Cluster.
On Track

2.2.0.3.2
1
Q3
CPlantTM FY01 Hardware Integrated and Tested.
Delayed to Q4

2.2.0.3.2
2
Q4
Operational Tools for Cluster Monitoring and Diagnostics Deployed.
On Track

2.2.0.3.3
1
Ongoing
CPlantTM Production Operations and Management - Ongoing.
On Track

2.2.0.3.3
2
Ongoing
Enhance Operations, System Management, and Production Level Capabilities and Ease of Use - Ongoing.
On Track

2.2.0.3.3
3
Ongoing
Deploy Most Recent Computational Elements into Each of Sandia's Three Networks – Red/Yellow/Green.
On Track

2.2.0.3.4
1
Q2
CPlantTM FY01 Procured Nodes Installed.
Complete

2.2.0.4
1
Q3
External Review of Milepost DC-1.1 "Distance-Computing Environment Available for Use on the 10-TerOPS ASCI System."
Complete

2.2.0.4
2
Q4
Review Program and Complete FY02 Implementation Plan.
On Track

Issues/Concerns

None.

2.3
PathForward

Program Element Manager Assessment

Compaq PathForward Project
The delayed demo 2 has now been completed, and Compaq is preparing a report. The preliminary results show that putting a large number of interconnect rails in an SMP box does not seem to scale very well.  A combination of things involving I/O bus performance and operating system issues seems to be the primary reason for the poor scalability.  Compaq is continuing to analyze the results of their testing performed in Demo 2.
The fourth phase of this project involves a demonstration of prototype interconnect hardware in a small-scale demo, Demo 3.  This work is continuing, although performance goals may be difficult to demonstrate without the availability of PCI-X I/O buses in the computer nodes.  This phase will be finished in Q1 of FY02.
Compaq is also working on Phase 5 of the project. Phase 5 will be the primary focus of this project for the next two years.  A contract amendment for the Phase 5 work defining the detailed milestones and deliverables is being worked on now and should be in place by the end of August or early September of 2001.
Accomplishments

Significant accomplishments during this reporting period include:

•
2.3.0.1.2:  Demo 2 has now been completed, and a final report will be issued.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s DisCom2 program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, one of the two scheduled milestones has been completed.  

PathForward Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

2.3.0.1.2
1
Q2
Engineering Work for Demo 3.
Complete

2.3.0.1.2
2
Q3
Continued Engineering Work for Demo 3.
Delayed to Q4

2.3.0.1.2
3
Q4
Continued Engineering Work for Demo 3 - Stage and Run 
Demo 3.
Delayed to Q1/FY02

Issues/Concerns

See Program Manager Assessment.

2.4
Visual Interactive Environment for Weapons Simulation (VIEWS)

Program Element Manager Assessment

The VIEWS Program Element has completed several significant accomplishments this quarter, including the opening of the new Visualization Corridor in Building 880.  This facility gives Applications Program Element customers the ability to visualize their simulation results at significantly greater resolution than was available previously.  The display is 10 feet by 13 feet, with 20 million pixels in the image.  While continuing improvements will be made, the facility is open for users.
VIEWS has continued to refine its IP-defined milestone activities towards the needs of the Applications Program Element customers.  These activities are being aligned against application needs using a process that has become known as the "Top 35".  Many of the Top 35 application requests, which were derived from the Sandia PSE/VIEWS planning meeting held last February, are already directly related to current IP Milestones.  As a result, IP-projects such as the deployment of state-of-the-art desktop environments and data-centric projects such as SAF activities have been crystallized to more explicitly support the Applications Program Element.  The Data Services project has also completed some short-term work to support Sandia.
Accomplishments

Significant accomplishments during this reporting period include:

· 2.4.0.1.2-1:  Development is continuing on the "view selection" project using Ensight as the visualization tool.  A user interface has been developed that provides rudimentary control of Ensight from within this SDM-tool.  Current functionality includes camera position/manipulation/orientation and the ability to save specified viewpoints.
2.4.0.1.2-4:  Developed and demonstrated a prototype capability for parallel rendering of very large data to Sandia's new 4x4, 20Megapixel tiled display.  Technical paper submitted to and accepted for presentation at the IEEE Parallel Visualization & Graphics symposium this fall.
2.4.0.1.2-5:  VisIt (serial version) is running on the CA vis-cluster.  A demonstration/ discussion of VisIt was held at SNL/CA by LLNL.  Discussions are ongoing regarding the use of VisIt in supporting Sandia's production and research visualization activities.
2.4.0.1.2-7:  Completed first release (alpha) of Open Source "Chromium" API (see sourceforge.net).
2.4.0.1.2-9:  Three classes were held (two in NM, one in CA) to train new Ensight users.  Scripts have been developed and tested for running on Ensight Server-of-Servers on White.  These scripts will be used by the analysts to run their visualizations on White.  The first draft of documentation on "how to use White for SNL Visualization” has been published.
· 2.4.0.2.2-3:  This milestone is on track to meet the revised schedule.  The purpose of the delay was to take advantage of the next generation of projectors, which are not due until this fall.
The Grand Opening of the Corridor was held on July 12, 2001.  We hosted Bill Reed, John Van Rosendale, and Mike Vahle, as well as Sandia Senior VP Tom Hunter.  Several presentations and demonstrations of the Scalable Rendering Cluster highlighted the Opening.  This event will be highlighted in the next ASCI Newsletter.  The Corridor is now available for use.
· 2.4.0.3.3-1:  User Visualization Tools and Support: Major focus continues on deployment of new desktop processing and visualization capability for ASCI users.  Initially spurred by the February alignment review, the sub-project to deploy advanced visualization capability to selected users in the SCN has been shaped into a mature action plan crystallizing the efforts of advanced networking, production networking, engineering sciences computing support, visualization R&D, and the VIEWS deployment team.  We are fundamentally re-shaping the technical landscape of desktop access to scientific computing and visualization at Sandia.  The core elements are: 1) development and deployment of a GigaBit (and beyond) technical networking infrastructure that is separate from the existing administrative network infrastructure (aligned with a long view architecture plan proposed by the advanced networking group and significantly shaped by this VIEWS sub-project); and 2) development and deployment of a technically agile and scalable desktop architecture that can leverage the best of commodity market driven advances in processor, graphics, and O/S capability.  
We designed and have in procurement on the order of $2M in new network switching equipment that will be used to create the separate technical network to support ASCI server and client resources at GigaBit bandwidths.
We specified and purchased the first two dozen client and server machines that leverage the best available processor and graphics technologies and that are the first of this new breed to be deployed in this scientific computing community.
We prototyped and benchmarked desktop, client and switch configurations that support communications and graphics performance well beyond existing capability in the ASCI engineering science community.
We worked through security plan approval for deploying these new components and capabilities in the SCN-most notably, approval for an entirely new switch fabric controller in the Cisco 6500 GigaBit switches and approval of a new Linux O/S version needed to support diskless graphics-enabled classified desktop operation.
Unclassified pilot machines were deployed on schedule this quarter and were invaluable in working through configuration and compatibility issues.  Classified deployment is underway but is delayed about one month due to the security plan approval requirements.
Two more EnSight on-site training sessions have been held and directed toward the milestone teams.  Work with the DisCom and PSE teams has contributed to the ASCI White users cookbook, and the Vis group has established use of Visualization nodes on ASCI White.  VIEWS Deployment funding for multi-Terabyte increases in disk resources for the Edison visualization machine has been used by the production scientific computing group to significantly increase resources for data storage and services.  The sum of these activities has positioned us strongly to effectively support current and upcoming milestone calculations.
· 2.4.0.3.3-2:  Advanced Facility: The ASCI/VIEWS Corridor Laboratory is open for business. 

· 2.4.1.1.1-2:  Parameterized meshing: Progress has been made on porting CGM to SolidWorks for parameterized meshing, and two versions of a model with a slot of different depth have been meshed. Capabilities are being implemented to annotate the standard part library of geometry to facilitate parameterized meshing.

Splicing: A tool has been developed to visualize the dual of Whisker Weaving meshes for improving the mesh quality.
· 2.4.1.1.1-3:  We have achieved an aggregate speed of 3.2 GB/sec (memory to disk) with the new storage system, and preliminary results indicate we should be able to achieve aggregate rates in excess of 1 GB/sec using NFS or FTP over Myrinet.  The Linux compilers for Itanium are improving to the point where we are beginning to be able to do useful work. Fourteen datasets averaging 15Gbytes each were delivered to the FUEGO team in real-time, full motion, and high resolution (1800x1440). The team members utilized 3X4 grid via DVDs on the VIEWS corridor screens.  The synchronized data processing could not have been achieved on schedule without the extensive usage of the visualization cluster hardware encoding the data in parallel.  Analyst testimony states that this analysis environment allowed them to see patterns in the data that are essential to understand and accurately model fire. 
· 2.4.1.1.2-1:  Framework extensions for ALEGRA have been made to accommodate EMPHASIS and ALEGRA structured mesh approaches. 
· 2.4.1.1.2-2:  A working interface to SeqQuest is complete; an interface to Towhee is in progress.
· 2.4.1.1.2-3:  A software infrastructure design to enable improved analysis and post-processing has been developed and will be implemented in the next quarter.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s VIEWS program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Of the 11 scheduled milestones, seven have been completed, and three will be completed in Q4. 

VIEWS Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

2.4.0.1.1
1
Q4
DAP-1.  Delivery of a Prototype Query System that Demonstrates Fast, Approximate Ad-Hoc Queries Over Models of 0.3 Terabyte of Mesh Data.
Not Required

2.4.0.1.1
2
Q1
DAP-2.  Deployment of Prototype End-To-End Data Services Architecture System with Optimized Access to Storage Resources.
Complete

2.4.0.1.1
3
Q1
DMF-1.  Production Release of SAF.
Complete

2.4.0.1.1
4
Q4
DMF-2.  SAF and CDM Solutions Deployed with at Least a Total of Three New ASCI Codes Within the Multi-lab and Alliances.
On Track

2.4.0.1.1
5
Q4
DMF-3.  First Phase of the Next Generation, Multi-Lab DMF Solution Specified, Designed, and Implemented.
Delayed to FY02

2.4.0.1.1
6
Q4/FY02
DMF-4.  Production Release of Next Generation, Multi-Lab DMF Solution.
Delayed to FY03

2.4.0.1.1
7
Q4
MIA-1.  Delivery of SimTracker Generalized to Function Within a Wider Range of Computing Architectures and Infrastructures.
On Track

2.4.0.1.1
8
Q4
MIA-2.  Metadata Tools and Infrastructure Upgraded to Production Quality and Widely Available to Multi-Lab Users.
On Track

2.4.0.1.1
9
Q4
MIA-3.  Generation, Release, and Initial Implementation of a Design Document Detailing a Unified Metadata Strategy Including DMF and Data Discovery Tools.
On Track

2.4.0.1.1
10
FY02 Q3
MIA-4.  Metadata Tool Architecture Integrated into a Framework That Includes Configuration Control and Metadata Management of Modeling and Meshing Codes.
On Track

2.4.0.1.1
11
Q3
DD-1.  The Release and Demonstrated Scalability of Key Data Discovery Algorithms.
Complete

2.4.0.1.1
12
Q4
DD-2.  The Release and Application of the Computational Thumbnails Software Technology.
Not Required.

2.4.0.1.2
1
Q4
Demonstrate Prototypes Integrating Multiresolution Visualization Research, Data Management, and Exploration Technologies with Visualization Tools.
On Track

2.4.0.1.2
2
Q3
Demonstrate a Collaborative Shared Immersive Capability.
Delayed to Q4

2.4.0.1.2
3
Q3
Deliver the Specification of Capabilities/Tools to be Deployed in V1 Corridors.
Delayed to Q4

2.4.0.1.2
4
Q4
Deliver an Initial Tool Set for Effective Rendering on Cluster-Based, Scalable Graphics Systems.
On Track

2.4.0.1.2
5
Q3
Demonstrate a Prototype of a VTK-Based Scalable End-User Visualization Tool.
Delayed to Q4

2.4.0.1.2
6
Q3
Deliver Next-Generation Distance Visualization Solution(s).
Complete

2.4.0.1.2
7
Q3
Prototype Implementation of a Standard Distributed Parallel Rendering API.
Complete

2.4.0.1.2
8
Q1
Deliver Visualization Support for the Secondary Burn Code Mileposts.
LANL/LLNL

2.4.0.1.2
9
Q4
Deliver Visualization Support for the Nonnuclear Applications Milepost.
On Track

2.4.0.1.5
1
Q4
Deploy a Data Service Prototype.
On Track

2.4.0.1.5
2
Q4
Complete Specification of a Longer Term Architecture and Design.
On Track

2.4.0.1.5
3
Q4
Demonstrate a Scalable Data Service in Combination with Scalable Visualization Services.
On Track

2.4.0.1.5
4
Q2
Deliver a Limited Set of Data Service Enhancements in Support of Remote Use of LLNL ASCI White Environment.
Complete

2.4.0.2.2
1
Q2
B111 Corridor Facilities Available for Users.
LLNL

2.4.0.2.2
2
Q2
Building 451 Unclassified Visualization Theater Available for Users.
LLNL

2.4.0.2.2
3
Q3
Visualization Corridor Phase 2 Completed.
Delayed to FY02

2.4.0.2.2
4
Q4
Existing LANL Corridor Hardware Upgraded.
LLNL

2.4.0.2.2
5
FY02 Q1
SCC Secure PowerWall Facility Available for Users.
LLNL

2.4.0.2.2
6
FY02 Q2
SCC Secure and Open Collaboratory Facilities Available for Users.
LLNL

2.4.0.2.2
7
Q2
Procurements of Critical Archive Hardware Procurements Completed.
Not Required

2.4.0.2.2
8
Q3
Storage Technology Performance Report Delivered.
LLNL

2.4.0.2.2
9
Q4
New Archive Hardware Integration Completed.
LLNL

2.4.0.2.2
10
Q2
Procurements of Equipment to Upgrade Network for White Completed.
LLNL

2.4.0.2.2
11
Q4
Implementation of Multi-Node Parallel FTP and MPI/O Completed.
Not Required

2.4.0.2.2
12
Q4
Visualization Delivery Network for the SCC Implemented.
Not Required

2.4.0.2.3
1
Q2
Testbeds with MuSST Hardware Upgraded.
Not Required

2.4.0.2.3
2
Q3
Multi-lab and University Partnership Technology Tested and Evaluated.
Complete

2.4.0.3.3
1
Q4
Deliver User Visualization Tools and Support for Analysis of 3-D Dynamic Response Applications.
On Track

2.4.0.3.3
2
Q4
Deliver Advanced Facility Support to Meet Application Program Requirements.
Complete

2.4.1.1.1
1
Q4
Complete Initial Evaluation of Alternate Technologies for Scalable High Performance Cluster Computing.
On Track

2.4.1.1.1
2
Q4
Deploy Software Tools for Automating Mesh Generation of Representative Weapon Structural Assemblies.
On Track

2.4.1.1.1
3
Q4
Demonstrate Prototype Hardware and Software Architectures for Advanced Scientific Data Analysis.
On Track

2.4.1.1.1
4
Q4
Implement Branch-and-Cut Algorithms in the PICO MIP Optimization Code.
On Track

2.4.1.1.2
1
Q4
Identify High Performance Numerical Methods and Mesh Management Techniques for ALE Codes.
On Track

2.4.1.1.2
2
Q4
Demonstrate an Improved User Interface and Algorithms for Atomistic and Molecular-Scale Materials Calculations.
On Track

2.4.1.1.2
3
Q4
Demonstrate Improved Analysis and Post-Processing Environments for System-Level Modeling.
On Track

2.4.1.1.3
1
Q4
Identify Principles for Network Immune Response Under Constrained Resource Conditions.
On Track

2.4.1.1.3
2
Q4
Implement Agent Collaboration, Coordination, Negotiation, and Advanced Agent Conversation into Multi-Agent System.
On Track

Issues/Concerns

None.

3.1
Physical Infrastructure and Platforms

Program Element Manager Assessment

ASCI Red Disk System Upgrade
The additional disk for ASCI Red has been delivered.  However, the fiber channel driver needed to make the disk usable is still under development.  Work on the driver will be prioritized to get the driver finished in Q4.  The ASCI Red System Software Team will be more involved in this effort in Q4.
Accomplishments

Significant accomplishments during this reporting period include:

· 3.1.1.1.1-1:  Progress has been made on the Fiber Channel driver, but it is not ready for installation on ASCI Red.  Completion is planned by the end of Q4/FY01.
3.1.1.1.1-2:  Milestone 2 has been completed, and the new ASCI Red disk storage has been delivered to Sandia.  Even though the driver work was not yet complete, we decided to purchase the disk storage.  We were able to get special pricing, and we expect the work on the driver will be completed in Q4.
· 3.1.1.1.3:  Replacement visualization system for SRN was ordered.  Purchase of additional disk for Cplant file servers was completed.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s Stockpile Computing program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year to date, three of the five scheduled milestones have been completed.  

Physical Infrastructure & Platforms Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

3.1.1.1.1
1
Q1
Fiber Channel Driver Code Integrated into TOS Test-Bed Environment.
Delayed to Q4

3.1.1.1.1
2
Q1
Purchase Fiber Channel Disks, Controllers, and Host Bus Interface Cards.
Complete

3.1.1.1.2
1
Q2
Add GE Switching to TeraOPS LAN.
Complete

3.1.1.1.2
2
Q1
Add GE Interfaces to TeraOPS.
Not Started

3.1.1.1.3
1
Q1
Add Additional Capacity to Mid-Range Servers.
Complete

Issues/Concerns

· 3.1.1.1.2-2:  Milestone has not been started.  Personnel shortages and higher priority tasks for the ASCI Red operating system team have made us defer this project indefinitely.  We will review the advisability of resuming this project in FY02.
· The motivation for adding Gigabit Ethernet to ASCI Red is the impending demise of the host ATM infrastructure.  New platforms are providing Gigabit Ethernet rather than ATM, and the support requirements for ATM are becoming too expensive in light of the decline in the number of active host interfaces.
3.2
Ongoing Computing

Program Element Manager Assessment

Several significant efforts were begun or completed in the third quarter for Ongoing Computing.  The one major concern continues to be the availability of sufficient staff to accomplish milestones in a timely manner.

Accomplishments

Significant accomplishments during this reporting period include:

· ASCI Red TeraOps Operating System Improvements
The Sandia and Compaq team identified the root cause for a majority of the system problems we have experienced this year.  Corrective code in the operating system and modifications to the disk controllers allowed the reinstatement of the Parallel File System that had been offline for five months due to unpredictable error conditions.

· Two large fibre channel RAID disk subsystems were purchased, validated, and installed on the SGI visualization platforms.  The disk purchase, totaling 50 Terabytes, provides more than sufficient storage for scheduled ASCI Milestone visualization needs.

· The Cplant Antarctica cluster was placed into production on the Sandia Restricted Network and achieved a LINPACK rating of over 500 Gigaflops, placing it into the top 50 supercomputers in the world.

· Sandia purchased 20 Terabytes of fibre channel RAID disks destined for installation on ASCI Red.  This storage will double the current storage capacity of the system.

· The SGI CXFS Cluster file system was configured and tested on Cplant.  Tests validated the scalability of the CXFS implementation, and additional resources will be added in the next quarter providing increased bandwidth for Cplant file input and output.

Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s Stockpile Computing program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year to date, one of the two scheduled milestones have been completed.  

Ongoing Computing Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

3.2.1.1.1
1
Q3
Integrate Increased Disk Storage Capacity on ASCI Red.
Delayed to Q2/FY02

3.2.1.1.1
2
Q4
Integrate Gigabit Ethernet Interfaces into the High Performance Computing LAN.
Not Started

3.2.1.1.1
3
Q2
Integrate Increased Disk Storage Capacity on SGI Onyx2 Platforms.
Complete

Issues/Concerns

· See Program Manager Assessment.

4.1 Alliances

Program Element Manager Assessment

Dates for the September review of the ASCI Level I centers have been set. They are:  
September 6-7, University of Utah; September 11-12, University of Illinois; September 13-14, University of Chicago; September 17-18, Stanford University; and September 19-20, California Institute of Technology.  External review panels for the five centers have been selected.
4.2
Institutes

Program Element Manager Assessment

The Computer Science Research Institute at Sandia continues to grow and expand its impact on Sandia modeling and simulation programs.  Some of the impact is direct and can be measured; however, some impact is more indirect and/or very difficult to measure.  As an example of the latter, the Program Element Lead for the CSRI is aware of a couple NSF proposals that were submitted by university PIs for additional funding to work specifically on problems identified through CSRI interactions.  The impact of leveraged funding is potentially very large.
Accomplishments

Significant accomplishments during this reporting period include:

· The CSRI has hosted over 100 visitors representing 53 different universities, laboratories, and companies during the first nine months of FY01 (not including participants in CSRI workshops).  These visitors were hosted by 42 different staff members representing broad impact on Sandia modeling and simulation efforts.  Approximately 30 of these visitors are students and faculty spending the summer at Sandia, either at the CA or NM locations.  In addition, we organized and hosted a workshop on fault-tolerant computing at Sandia/CA.  
· Administratively, we completed and implemented a space plan.  This has involved allocating more space for collaborative work areas and for temporary offices for visitors and staff.  We anticipate a continuing effort to improve space.  Finally we have continued to improve facilities by adding videoconferencing capabilities to one conference room and upgrading the facilities in another conference room.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s Institutes program as of June 30, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, all of the scheduled milestones have been completed.  

Institutes Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

4.2.1
1
Q1
Complete FY00 Annual Report.
Complete

4.2.1
2
Q1
Complete Revision of Technical Focus Areas and Technical Plan.
Complete

4.2.1
3
Q2
Complete Electronic and Communications Infrastructure.
Complete

4.2.1
4
Q3
Complete Implementation of Revised Space Plan.
Complete

4.2.1
5
Q4
Implement Administrative Management Plan.
On Track

Issues/Concerns

None.







July 31, 2001

Page 6

