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Executive Summary

This quarterly report covers the period from January 1, 2001 through March 31, 2001 and addresses Sandia program elements contained in the FY01 ASCI Implementation Plan (as amended March 2001).  Highlights of this reporting period include:

Applications Program

Year-to-date, six of the eight scheduled milestones have been completed; the remaining two will be completed in Q3.  Accomplishments include:
· Successfully completed the "ASCI/ESRF/V&V External Advisory Panel Review" on January 15-17.  This involved presentations primarily from the Sierra teams.  Presentations from the Salinas, Xyce, EMPHASIS, and ALEGRA teams were also made.
·  ALEGRA Version 4 Framework was completed on schedule.  Additionally, all code development to meet the milestone is complete.
· Implementation of four levels of nested parallelism within DAKOTA was completed on schedule.
· Version 5.0 of CUBIT, which contains capabilities to effectively “Reduce the Time to Mesh” on ASCI Geometries, was released and the ability to generate 100-million element hex mesh (by refinement of a simple hex mesh) was demonstrated.
· Coyote Version 4.0 was installed on Blue Mountain at LANL.  All regression and unit tests were completed successfully.  Version 4 features include interface with FETI solvers and parallel multi-point constraints for non-contiguous meshes.
· In the Codes for the Complex area, the current SEACUS System was installed at LANL.  The SEACUS tools were installed and tested on the Blue Mountain SGI MPP at LANL.  In addition, several analysis codes have been installed on this machine (PRONTO/COYOTE).  The SEACUS tools also allowed us to complete our Level 1 milestone for Sierra.
· FETI-DP (finite element tearing and interconnecting - dual primal) method has been enhanced to handle multiple disconnected components within one subdomain, corner node selection algorithms have been refactored, and memory requirements were significantly reduced to allow running of a 40 million degree of freedom problem - a new world record.
Validation and Verification Program
Year-to-date, one of the four scheduled milestones has been completed; three will be completed in Q3.  Accomplishments include:

· We have completed and distributed the V&V Guidelines 2.0 (SAND2000-3101) and the V&V Peer Review Process V1.0 (SAND2000-3099) documents.  
· Two Level 1 peer review sessions have been completed dealing with: SIERRA framework, CALORE, FUEGO/SYRINX, GOMA, and HPEMS/XYCE.
· Additional capabilities of performing optimization under uncertainty and uncertainty of optima (robust optimization) are now available in DAKOTA.
Materials and Physics Program

Year-to-date, all of the scheduled milestones have been completed.  Accomplishments include:

· In the Manufacturing portion of the program, we completed the development of a baseline 
2-D GOMA LIGA electrodeposition process model.  The GOMA based model accounts for diffusion and migration of electrolyte species as well as deposition-metal ion reduction reactions described by Butler-Volmer kinetic deposition surfaces.  We have also developed a 3-D solid model generator for SUMMiT (Sandia Ultra-Planar Multilevel MEMS Technology)-based geometries that utilizes the ACIS kernel.
· Modeling was used this quarter to design the forging process for two new GTS forgings.  The simulations were used to verify that the final part would meet required specs and to modify die designs to improve part quality.  This will produce first time correct parts without trial-and-error die design iterations.
Problem Solving Environment (PSE) Program
Year-to-date, five of the seven scheduled milestones have been completed; one will be completed in Q3.  Accomplishments include:

· Testing was completed, and HPSS 4.2 was made available.
· Sandia has completed developing and deploying SSH V2 with SNL's mods for Kerberos authentication, developing a Java RMI interface for the Generalized Security Framework, and enhancing the MIT Kerberos v5 GSSAPI libraries to provide enhanced capabilities.
· The system engineering studies of the Data Services and B-61 Cross-Cut Projects were completed.
DisCom2 Program
Year-to-date, eight of the 15 scheduled milestones have been completed; seven will be completed in Q3.  Accomplishments include:

· The ASCI/DC-1.1 Level 1 Milestone was completed.  In accomplishing the Level 1 Milestone, the DisCom2 team made big strides in four areas:  1) Providing users at all three labs with information about the ASCI/White computing environment in both open and secure networks; 2) Providing high speed data migration capabilities over a secure high-speed parallel wide-area network interconnecting the ASCI computer centers; 3) Providing new grid services that enable users to submit and monitor jobs on the ASCI White machine at LLNL easily and without logging into the White machine; and 4) Providing a new level of coordinated operational support among the three labs for the environment enabling the remote usage of White.
· All three sites received accreditation for the DRM/Grid services.  This was a critical task in completing the DisCom2 Level 1 Milestone DC-1.1.
· The DRM security software is working correctly, and the DRM implementations at SNL, LLNL, and LANL have been accredited by DOE for use between/within the sites and over SecureNet.
· The XCUT model manager is using both the UBOMB (Unclassified Bomb) and a full B83 system model for its functional tests.  It will be used to assemble and manage the multiple versions of the production model of the B83 in the structural analysis department at Sandia.
· CplantTM system software has been released as open source under the GNU General Public License.
PathForward Program
Year-to-date, one of the three scheduled milestones has been completed, and one is on track for completion in Q3.  Accomplishments include:

· The 32 processor SMP computer systems have been received and are not being integrated with the Quadrics interconnect.

Visual Interactive Environment for Weapons Simulation (VIEWS) Program
Year to date, two of the three scheduled milestones have been completed, and one will be completed in Q3.
· Successfully demonstrated a rudimentary end-to-end integration of the Data Services infrastructure from desktop to data-service cluster hardware.  The demo launches a "Hello World" CCA (Common Component Architecture) component on the cluster from a desktop-webtop interface.
· Support of the SIERRA ASCI Level 1 Milestone NN-0.2, Architecture for Coupled Mechanics Running at all NWC Sites, concluded this quarter with successful presentation of visual result at the mid-January Major Milestone Review meeting.
· The ASCI/VIEWS Corridor Laboratory is essentially complete.  Operational testing will be completed for 'ribbon cutting' events in June.  The Corridor is available to support Application program requirements.
Physical Infrastructure and Platforms Program

Year to date, one of the five scheduled milestones have been completed.  Three will be completed in Q3.  Accomplishments include:

· Work accomplished to add GE switching to TeraOPS LAN and was demonstrated during DisCom Level 1 Milestone DC1.1.
Ongoing Computing Program

· Preliminary Gigabit Ethernet infrastructure is in place in High Performance Computing LAN and was used to support DC 1.1 DisCom Milestone work.
Institutes Program

All of the scheduled milestones have been completed.  Accomplishments include:

· The CSRI hosted the First Workshop on Large-scale PDE-constrained Optimization on 
April 4-6, 2001.  Recent advances in algorithms, software, and high performance computing systems have resulted in ability to simulate physical systems governed by partial differential equations (PDEs) using millions of variables, thousands of processors, and multiple physics interactions.  As PDE solvers mature, there is increasing interest from industry and the national labs to solve design and optimization problems for physical systems that are governed by PDEs.  The central question addressed by this workshop was how to endow modern large-scale PDE solvers with optimization capabilities.
During the reporting period, Sandia performed the following activities in support of the ASCI Program:

· Supported the Program Plan update effort.
· Coordinated the IP addendum.
· Coordinated overall budget with DOE including participating in the biweekly budget conference calls.
· Provided rapid response to all DOE requests (e.g., Congressional inquiries, DOE-HQ technical presentations, budget questions, etc.)
Program Element Reports

1.1
Applications

Program Element Manager Assessment

The ASCI Applications Program was restructured in FY01 to be more in alignment with the ASCI high-level mileposts and milestones.  The program was restructured into the following categories: integrated code projects (STS normal, STS abnormal, and STS hostile), manufacturing and component performance codes; code architectures; algorithms development; development of models to support milestones and codes for the complex.  We are continuing to see successes in each of these areas and are focusing on completion of the milestones as defined in the IP and the Level 1 milestone due at the end of FY01 titled "Mechanics for Normal Environments."  
Accomplishments

Significant accomplishments during this reporting period include:

· Successfully completed the "ASCI/ESRF/V&V External Advisory Panel Review" on 
January 15-17.  This involved presentations primarily from the Sierra teams.  Presentations from the Salinas, Xyce, EMPHASIS, and ALEGRA teams were also made.
· 1.1.1.2.2-1:  ALEGRA Version 4 Framework was completed on schedule.  Additionally, all code development to meet the milestone is complete.
· 1.1.1.3.2-1:  Implementation of four levels of nested parallelism within DAKOTA was completed on schedule.
· 1.1.1.3.3-1 & 2:  Version 5.0 of CUBIT which contains capabilities to effectively "Reduce the Time to Mesh" on ASCI Geometries was released, and the ability to generate 100-million element hex mesh (by refinement of a simple hex mesh) was demonstrated.
· 1.1.1.5.2-1:  Coyote Version 4.0 was installed on Blue Mountain at LANL.  All regression and unit tests were completed successfully.  Version 4 features include interface with FETI solvers and parallel multi-point constraints for non-contiguous meshes.
· 1.1.1.5.3-1:  In the Codes for the Complex area, the current SEACUS System was installed at LANL.  The SEACUS tools were installed and tested on the Blue Mountain SGI MPP at LANL.  In addition, several analysis codes have been installed on this machine (PRONTO/COYOTE).  The SEACUS tools also allowed us to complete our Level 1 milestone for Sierra. 
· The single exploding aluminum wire problem has been used to successfully benchmark the MHD, EOS, and electrical conductivity models in ALEGRA.  Using our most refined EOS and electrical conductivity models in ALEGRA to simulate the exploding aluminum wire experiments done at Cornell University has produced results that match many features of the experimental data precisely, and other features within a factor of two.
· The major accomplishment in developing the capability to simulate the coherent hostile environment has been the implementation into NuGET of the isotope-specific and time-dependent spectra and particle emission rates for delayed fission neutrons and gammas emitted from fission debris in fireballs.
· FETI-DP (finite element tearing and interconnecting - dual primal) method has been enhanced to handle multiple disconnected components within one subdomain, corner node selection algorithms have been refactored, and memory requirements were significantly reduced to allow running of a 40 million degree of freedom problem - a new world record.
· In the EM area, a large classified run was completed that produced a frequency sweep to compare with a detailed time-domain calculation.  The problem consisted of approximately 46,000 unknowns and was distributed on 1024 processors on ASCI Red.  The slot sub-cell algorithm that handles the case where the depth of slot is very small was implemented in the code.  
· Major new features have been implemented in the deterministic coupled electron-photon transport code, CEPTRE, to bring this code closer to production capability.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s Applications program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, six of the eight scheduled milestones have been completed; the remaining two will be completed in Q3.  

Applications Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

1.1.1.1.1.1
1
Q4
Implicit Nonlinear Dynamics Module Available in SIERRA (Andante)
On Track

1.1.1.1.1.2
1
Q3
Structural Implicit Dynamics Module Functional in SIERRA (Salinas)
On Track

1.1.1.1.1.3
1
Q4
Coupled Quasistatics to Transient Dynamics Module (Presto/Adagio)
On Track

1.1.1.1.1.4
1
Q4
Three-Dimensional,  Laminar, Compressible Fluid Mechanics Module Installed within SIERRA (Saccara)


1.1.1.1.1.5
1
Q4
SACCARA Coupled to Calore within SIERRA (Saccara/Calore)


1.1.1.1.1.6
1
Q4
Adaptive Advection Capability Implemented in ALEGRA (Alegra)
On Track

1.1.1.1.1.7
1
Q4
Hybrid-Grid Capability and Radar Fuze Models Available in EMPHASIS for W76-1 Radar Fuze Application (Emphasis)
On Track

1.1.1.1.1.8
1
Q4
Electrical Circuit Calculation in Support of FY01 Milepost (XYCE)
On Track

1.1.1.1.1.9
1
Q4
Demonstrate Thor for a variety of Penetration Problems Using a Variety of Remeshing/Remapping Strategies (Thor)
On Track

1.1.1.1.1.10
1
Q4
Complete Extension of Zapotec CTH/Pronto Coupling Methodology to AMR (Automatic Mesh Refinement) Version of CTH Eulerian Code (Zapotec)
On Track

1.1.1.1.2.1
1
Q4
Capability Demonstration of a Coupled Thermal/Chemical/Mechanical Environment by Running the Multilevel Solver Capabilities in Adagio Coupled to Calore.  This will be Demonstrated in Pressurization of a Fireset Housing


1.1.1.1.2.2
1
Q4
Capability Demonstration of a Turbulent, Combustion, Radiating, Coupled-Mechanics Demonstration with SIERRA/FUEGO including SIERRA/SYRINX
On Track

1.1.1.1.2.3
1
Q4
Capability Demonstration of a Coupled Multi-Mechanics Calculation (Fluid Mechanics, Thermal Conduction, and Enclosure Radiation) with General, Non-Matching Mesh, Surface-Surface Transfers at Fluid-Solid Interfaces
On Track

1.1.1.1.3.1
1
Q4
ITS-CAD Capability Achieved for Adjoint and Forward Coupled-Particle Transport
On Track

1.1.1.1.3.2
1
Q4
CEPTRE Capability Achieved for Radiation Transport on Large Meshes
On Track

1.1.1.1.3.3
1
Q4
Salinas Nonlinear Tape and Bolted Joints Capability
On Track

1.1.1.1.3.4
1
Q2
Capability for Coupled Time-Domain EM and PIC on a Structured Grid Achieved in EMPHASIS
Delayed to Q3



1.1.1.1.3.5
1
Q4
Capability to Simulate the Coherent Hostile Environment Achieved in NuGET
On Track

1.1.1.1.3.6
1
Q4
Drift-Diffusion Modeling Capability Achieved in Devi Module of HPEMS


1.1.1.1.3.7
1
Q4
Capability to Simulate the Implosion of a Liner Subject to the MRT Instability Achieved in ALEGRA Rad-MHD
On Track

1.1.1.1.4
1
Q3
Capability Demonstration  a Three-Dimensional Fixed-Grid Viscous Incompressible Flow Problem Involving Combination Vector Boundary Conditions
On Track

1.1.1.1.4
2
Q4
Capability Demonstration of a Free-Surface Flow Problem (moving mesh)
On Track

1.1.1.1.5.1
1
Q4
Capability Demonstration for Neutron Generator Power Supply Performance (Pegasus)
On Track

1.1.1.1.5.2
1
Q4
Capability Demonstration of a Self-Consistent Simulation of MC4300 Neutron Tube Accounting for Source Region, Plasma Flow Throughout Screen, Secondary Emission, Insulator Leakage Currents and Space-Charge Effects
On Track

1.1.1.1.5.3
1
Q4
Capability Demonstration of a 3-D, Incompressible, Coupled, Parallel Parachute Inflation Calculation Using a Significant Portion of ASCI Red's Processors
On Track

1.1.1.2.1
1
Q2
Deliver Advanced Mesh Topology Capabilities
Delayed to Q3

1.1.1.2.1
2
Q4
Deliver Parallel Dynamic Load Rebalancing
On Track

1.1.1.2.2
1
Q2
ALEGRA Version 4 Framework Completed
Complete

1.1.1.2.2
2
Q4
Three-Dimensional Z-Pinch Simulation Completed
On Track

1.1.1.3.1
1
Q3
EIGENSYSTEM SOLVER RESEARCH: Integrate Anasazi into the Salinas Code for W76 Structural Dynamics Calculation Capability
On Track

1.1.1.3.1
2
Q4
Software Frameworks/Libraries:  Deliver Version 2.0 of Petra, and initial Version 1.0 of the Trilinos Frameworks, Version 1.0 of Anasazi Library and Version 2.0 of ML Library
On Track

1.1.1.3.1
3
Q4
Linear Solvers Research Effort: Demonstrate the Parallel Smoothed Aggregation in ML 2.0 to SALINAS ASCI App. Code for Weapon System Structural Engineering Problem Containing Both Shell and Brick Elements within the Same Problem
On Track

1.1.1.3.1
4
Q4
Linear Solvers Research Effort: Apply Initial Aztec OO Linear Solvers and IFPACK Precondition in Trilinos Framework to GOMA Polymer Encapsulation Simulation for Neutron Generator Manufacturing Milestone Calculation
On Track

1.1.1.3.2
1
Q2
Complete Implementation of 4 Levels of Nested Parallelism within DAKOTA
Complete

1.1.1.3.2
2
Q3
Impact Computational Design in GOMA Using New Stability Analysis Algorithms in LOCA Library
On Track

1.1.1.3.3
1
Q2
Release Version 5.0 of CUBIT which Contains Capabilities to Effectively "Reduce the Time to Mesh" on ASCI Geometries
Complete

1.1.1.3.3
2
Q2
Demonstrate Ability to Generate 100 Million Element Hex Mesh (by refinement of a simple hex mesh)
Complete

1.1.1.3.3
3
Q4
Release Version 6.0 of Cubit which Contains Capabilities to effectively "Reduce the Time to Mesh" on ASCI Geometries
On Track

1.1.1.3.3
4
Q4
Provide Parallel Tet Meshing of Deformed Geometry on ASCI MP Machines
On Track

1.1.1.3.4
1
Q4
A Posteriori Error Bounds for a Parabolic and/or Elliptic Model Problem in a SIERRA-Based Application Code Delivered
On Track

1.1.1.3.4
2
Q4
Deliver Zoltan with Enhanced Functionality to ASCI Developers at SNL
On Track

1.1.1.3.4
3
Q3
Parallel Node-Face Interactions Implemented
On Track

1.1.1.3.4
4
Q4
Perform a 3-D Radiation Transport Calculation on a Representative Z-Pinch Hohlraum
On Track

1.1.1.4.1
1
Q3
Develop Mesh to Support 3D STS Normal Analysis Including Aeroshell; AF&F; Nuclear Explosive Package; Neutron Generators & Support Structure; Electromagnetic Calculations for Radar Performance; and Hypersonic Impact with Rough/Heterogeneous Targets
On Track

1.1.1.4.2
1
Q4
Deliver User Visualization Tools and Support for Analysis of  3D Dynamic Response Applications
On Track

1.1.1.4.2
2
Q4
Deliver Advanced Facility Support to Meet Application Program Requirements
On Track

1.1.1.5.1
1
Q4
Tool Integration to Support the Configuration Management Requirements as Defined in the "ASCI Application V&V Infrastructure: Vision, Principles, and Guidelines" Document
On Track

1.1.1.5.1
2
Q3
Tool Integration to Support the Software Development Requirements as Defined in the "ASCI Application V&V Infrastructure: Vision Principles, and Guidelines" Document
On Track

1.1.1.5.1
3
Q3
Complete the Tool Integration to Support the SD-1 and SD-2 Requirements for Software Development as Defined in the "ASCI Application V&V Infrastructure: Vision, Principles, and Guidelines" Document
On Track

1.1.1.5.1
4
Q3
Complete the Tool Integration to Support the CM-1 to CM-6 Requirements for Configuration Management as Defined in the "ASCI Application V&V Infrastructure: Vision, Principles, and Guidelines" Document
On Track

1.1.1.5.2
1
Q2
Deliver Production Coyote Simulation Capabilities
Complete

1.1.1.5.2
2
Q4
Deliver New Production Version of Pronto3-D
On Track

1.1.1.5.3
1
Q2
Installation of Current SEACAS System at LANL
Complete

1.1.1.5.3
2
Q3
Installation of Current SEACAS System at LLNL
On Track

1.1.1.5.3
3
Q4
Installation of Current SEACAS System at Kansas City
On Track

Issues/Concerns
We have also been confronted with a number of issues across the ASCI Applications Program.  Some of these are described in the remainder of this paragraph. Significant delays have been encountered in performing tube calculations on ASCI RED due to over subscription of the machine.  It is becoming difficult to get enough machine time to perform the needed test and validation calculations for the MC4300 and the MC4277.  In addition, the machine has caused jobs to be terminated abruptly due to machine or operating system failures.  Also, the gridless vortex code experiences MPI errors after hundreds or time steps on hundreds of processors.  The errors occur in a non-reproducible fashion.  Several ASCI RED experts are being consulted, and the difficulty appears to be the ASCI RED implementation of MPI, but a clear path forward has not been established.  We are also in the process of minor shifting of priorities within the Program to ensure completion of some of the more important milestones.  For example, in order to complete the Level 1 milestone at the end of the year, we are delaying the completion of the milestone:  "Structural Implicit Module Functional in Sierra."  We are also delaying the demonstration of a thermal/chemical/mechanical environment capability under STS Abnormal Environments to allow Calore 1.0 to be released to the Nuclear Weapons Complex at the end of Q4.
1.2
Validation and Verification

Program Element Manager Assessment

The ASCI Verification & Validation Program in FY01 is focused around three major areas: software engineering practices, validation simulations, and uncertainty quantification.  We are continuing to build a solid foundation in the V&V Program by developing and applying processes/practices that provide a solid foundation for our software development efforts.  We have made progress in the many areas in the V&V Program during this quarter, and we have reduced substantially the schedule gap that existed at the end of the first quarter.  This was accomplished by frequent monitoring of the V&V Program progress and cost by the Project Manager.
Accomplishments

Significant accomplishments during this reporting period include

· In the Software Engineering Practices area of the program, we completed and distributed the V&V Guidelines 2.0 (SAND2000-3101) and the V&V Peer Review Process V1.0 (SAND2000-3099) documents.  Two Level 1 peer review sessions have been completed dealing with: SIERRA framework, CALORE, FUEGO/SYRINX, GOMA, and HPEMS/XYCE.  A third has been scheduled for May 15-17 and involves ALEGRA framework, ALEGRA, EMMA, EMPHASIS, and CEPTRE-ITS.

· In the area of "Support for Software Quality Engineering V&V Infrastructure," we: completed the SIERRA Framework V&V plan; developed a draft of the ALEGRA framework V&V plan; continued consulting and developing the SIERRA configuration management capability; developed the SIERRA release and distribution management process overview; and completed publication and distribution of the Tri-Lab SQE Guidelines document formally know as "Department of Energy, ASCI Program Software Quality Engineering Goals, Principles, and Guidelines."   
· In the Validation Simulations area of the program, work has advanced on several fronts this quarter.  Under validation metrics, work was completed on:  the project whitepaper, "Description of the Sandia Validation Metrics Project”; the year 2 Hills contract resulting in a report, "Statistical Validation of Engineering and Scientific Models with Applications to CTH," SAND2001-0312; the modifications to the Year 3 report "Statistical Validation of Engineering and Scientific Models: A Maximum Likelihood Based Metric”; a Sandia report on "Measuring the Predictive Capability of Computational Models: Principles, and Methods, Issues and Illustrations," SAND2001-0243; and a conference paper on "Quantifying the Uncertainty of Computational Predictions," SAND2001C-0919C.
· Work on the thermal, foam decomposition case study centered on data analysis and comparison studies this quarter.  For the structural mechanics case study, the first phase of the work on a simple validation experiment was completed, and two papers were written.  Under the code specific validation simulations, we are remaining on schedule for the completion of all milestones except for the hostile environment milestone.  
· In the Uncertainty Quantification portion of the program, we investigated one of the new mathematical methods for representing epistemic uncertainty: possibility theory.  We completed our first solution using possibility theory.  We also showed that probability theory severely underestimated the uncertainty in the system response as compared to possibility theory.  In this area, we have also completed initial implementation of sampling based tools, including Monte Carlo and Latin Hypercube Sampling.  We continued progress on UQ ASCI scale demonstration problem in the area of structural dynamics, integrating with the Level 1 Milestone NN-1.1 efforts.  

· 1.2.1.3.2:  Additional capabilities of performing optimization under uncertainty and uncertainty of optima (robust optimization) are now available in DAKOTA.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s V&V program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, one of the four scheduled milestones has been completed; three will be completed in Q3.  

Validation and Verification Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

1.2.1.1
1
Q2
Complete Level I Peer Review of the V&V Plans
Delayed to Q3

1.2.1.1
2
Q4
Prototype a Level II Peer Review
On Track

1.2.1.1.2
1
Q4
Plan Tri-Lab Verification Workshop


1.2.1.1.3
1
Q3
Develop V&V Risk Management Plan
On Track

1.2.1.1.3
2
Q4
Deliver Prototypes, Training, and Consulting on Software Engineering Practices
On Track

1.2.1.1.3
3
Q4
Consolidate SQE Frameworks
On Track

1.2.1.1.3
4
Q4
Design and Implementation of Overall Records Management System
On Track

1.2.1.2.1
1
Q4
Document Validation Metrics
On Track

1.2.1.2.1
2
Q2
Publish Version 1.0 of Validation Experiment and Documentation Guidelines
Delayed to Q3

1.2.1.2.2
1
Q4
Complete Validation Simulations for Normal Environments
On Track

1.2.1.2.2
2
Q4
Complete Validation Simulations for Abnormal Environments
On Track

1.2.1.2.2
3
Q4
Complete Validation Simulations for Hostile Environments


1.2.1.2.2
4
Q4
Complete Validation Simulations for Manufacturing and Component Performance
On Track

1.2.1.3.1
1
Q1
Document Plan to Investigate Epistemic Uncertainty
Delayed to Q3

1.2.1.3.1
2
Q4
Complete and Document an Application with STS Requirements Mapped to M&S Requirements
Cancelled

1.2.1.3.1
3
Q3
Complete and Document Assessment of Complex Step Method
On Track

1.2.1.3.2
1
Q2
Complete Initial Implementation of UQ Tools in DAKOTA
Complete

1.2.1.3.2
2
Q4
Demonstrate ASCI Uncertainty Quantification Capability Using DAKOTA
On Track

Issues/Concerns
· One area of concern deals with the SQE practices document.  The SNL/V&V management reviewed a draft of the Sandia site-specific SQE practices document and concluded that it lacked adequate specificity and that it was not amenable to self assessment.  A new approach to the document was devised with code team input, and a rewrite was initiated.  This activity will be delayed to Q3. 
· In the Validation Simulations, the transition of the structural mechanics case study to a problem of real weapons program interest at Sandia involves very difficult coordination issues and task complexity that are not fully resolved at this time.  For example, working on the MK4 will require working with complicated experimental data as well as computational model that is not currently developed.  The experimental schedule is beyond the constraints of this project and a suitable model is not available.
· In the Code Specific Validation Simulations portion of the program, we have experienced problems in migration of the models to SALINAS and down time on ASCI Red has caused us to fall behind schedule significantly.  There is also a significant delay in the JTP program with the final mag flyer validation tests by DTRA slipping 2-3 months.  This impacted the completion of the milestone associated with the hostile environment simulation.
1.3
Materials and Physics Models

Program Element Manager Assessment 

The ASCI Materials & Physics Models Program for FY01 is focused around four major areas: materials aging and reliability (MA&R), manufacturing (M), materials and constitutive models (M&CM), and algorithm research and development (AR&D).  We are continuing to build a solid foundation by developing material and constitutive models that can be included in specific code development efforts.  While we have made progress in the many areas in the M&PM Program during this quarter, we are slightly behind schedule in some of the milestones.  
Accomplishments

Significant accomplishments during this reporting period include:

· In the Materials Aging and Reliability portion of the program, a robust algorithm for solving frictional contact problems in a continuum mechanics setting has been developed and validated, and the framework with TAHOE has been expanded to handle all common element types for quadrature-based contact methods. 

· Under the atomistic molecular dynamics (MD) simulations of self-assembled monolayers (SAMS), we have calculated both adhesion and friction curves for multiple chain lengths of alkylsiloxane SAMS.  We studied adhesion between a polymer melt and substrate due to chemically attached chains on the substrate surface. 

· For adhesives, we performed extensive MD simulations to study the effect of temperature, crosslink density, tethered chain density, tethered chain length, and tensile pull velocity on the adhesive failure mechanism of pullout and/or scission of the tethered chains. 

· In the TMF area, a newly coupled viscoplastic with unified damage (CVUD) solder model (developed by C.L. Chow) was implemented into a development version of JAS-3D.  Also, a new decohesion algorithm was incorporated into the MPM code. Reasonable results on the local stress and strain histories were obtained for several types of mixed-mode failure along grain boundaries.  

· In the organic materials area, MD simulations were performed on polyisobutylene (PIB or butyl rubber) and polyethylene (similar to EPR rubber) using the LAMMPS code at 453K and 298K.  The structure and packing of the macromolecules was obtained, and good agreement was found with PRISM theory.

· In the Manufacturing portion of the program, we completed the development of a baseline 
2-D GOMA LIGA electrodeposition process model.  The GOMA based model accounts for diffusion and migration of electrolyte species as well as deposition-metal ion reduction reactions described by Butler-Volmer kinetic deposition surfaces.  We also developed a 3-D solid model generator for SUMMiT (Sandia Ultra-Planar Multilevel MEMS Technology)-based geometries that utilizes the ACIS kernel. 

· In the encapsulation area, two validation simulations were shown in a non-reacting suspending fluid that compares the GOMA model to nuclear magnetic resonance imaging of particle concentration.  Validation simulations matched well with experiments for all the cases shown.

· Modeling was used this quarter to design the forging process for two new GTS forgings. The simulations were used to verify that the final part would meet required specs and to modify die designs to improve part quality.  This will produce first time correct parts without trial-and-error die design iterations.
· In the Materials and Constitutive Models portion of the program, traction-separation algorithms for modeling adhesion and possibly friction in MEMs have been tested in JAS and will be extended to Adagio.  A materials model interface that allows materials modelers to implement material models in PRESTO and ADAGIO has been completed (under material models for metals).  

· In the PZT area, we developed a physical description for grain evolution under traction (non-spherical stress state) and implemented algorithm.  Also, a new ElectroQuasiStatic/Solid Statics (EQSSS) capability was implemented into the ALEGRA framework (serial implementation).  EQSSS supports both PZT and void materials in addition to prescribed pressure, prescribed displacement, and prescribed voltage boundary conditions.   

· In simulation of pool fires area, two versions of a baroclinic vorticity generation-based turbulence model has been formulated using scaling arguments, implemented into a test-bed code, and compared to McCaffrey's one-foot diameter fires.  Work is also continuing in developing constitutive models for aluminum honeycomb. A unit cell honeycomb model for use in stability calculations as been developed for in-plane crushing. The model uses a nonlinear finite strain, finite rotation planar beam theory. 
· In the Numerical Algorithms portion of the program, we are on track to meet the milestone associated with nonlinear solvers research.  An initial prototype design of the OO Nonlinear solver component solver component in Trilinos has been completed.  Development of the prototype C++ code in Trilinos to implement the nonlinear solver code has begun.  And, we have begun a report documenting the OO Nonlinear component design.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s M&PM program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, all of the scheduled milestones have been completed.

Materials and Physics Models Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

1.3.1.1.1.1
1
Q4
Segregation of Impurities to Grain Boundaries in Nickel will be Predicted
On Track

1.3.1.1.1.2
1
Q4
Implement Coulomb Contact/Interface Model into TAHOE
On Track

1.3.1.1.1.3
1
Q4
Perform Atomistic MD Simulations of SAMs Bonded to Silicon Oxide
On Track

1.3.1.1.2.1
1
Q3
Calculate Molecular Scale Forces for Stockpile Adhesives
On Track

1.3.1.1.2.1
2
Q4
Improve Continuum Modeling of Crack Propagation in Adhesives
On Track

1.3.1.1.2.2
1
Q4
Incorporate Improved  Mechanistic Models of Kinetic Processes into the Goma-Corrosion Code
On Track

1.3.1.1.3.1
1
Q2
Demonstration of Strain Enhanced Diffusion Simulation with the MPM Code (Thermomechanical Fatigue in Solder Joints)
Complete

1.3.1.1.3.2
1
Q3
Complete a 3-D Energy Deposition and Point Defect Production Simulation (Radiation Effects in Metals)
On Track

1.3.1.1.3.3
1
Q4
Calculate Diffusion Coefficient for Oxygen in PIB and EPDM Using Multidimensional TST and Memory Function (Degradation of Organic Materials)
On Track

1.3.1.1.3.4
1
Q4
Define Microstructural Effects on Crack Nucleation and Propagation (Reliability of Ceramics)


1.3.1.1.4.1
1
Q4
A Tool to Compute Radiation Effects Phenomena in Terms of Physical Mechanisms
On Track

1.3.1.1.4.1
2
Q4
Physics-Based SPICE Models for Low Dose Rate & Total Dose Qualification & Design Circuit Simulations
On Track

1.3.1.1.4.2
1
Q4
Deliver a High-Fidelity Dose-Rate Model of a Discrete Bipolar Junction Transistor
On Track

1.3.1.2.1
1
Q4
Complete and Report Two-Dimensional Modeling of Enhanced Transport Because of Acoustic Streaming in LIGA Features; Complete Bath-Scale Modeling of Sound Intensity Field; Incorporate Electrochemical and Buoyancy Models into Goma and Apply to Multi-Dimensional Electrodeposition.
On Track

1.3.1.2.1
2
Q4
Perform a Case-Study Demonstrating Seamless Design-to Analysis Process for an SMM Design
On Track

1.3.1.2.1
3
Q4
Determine the Capabilities of existing ASCI Codes for Handling Birth/Death of Elements
On Track

1.3.1.2.2.1
1
Q4
Three-Dimensional Results Showing Sensitivity of Traveling Electron Beam (EB) Weld Penetration to Material and Process Parameters with Report (Includes Solidification, Welds and Resistant Weld Process Modeling)
On Track

1.3.1.2.2.2
1
Q4
Exercise Nonlinear (NLVE) Model for the 4531 Neutron Generator to Determine Optimal Cure Schedule and Residual Stresses (Encapsulation)
On Track

1.3.1.2.2.3
1
Q4
Demonstrate Optimization Tools to Improve Quality of Forgings (Forging)
On Track

1.3.1.3.1
1
Q4
Scale-Dependent Material Mechanics and Surface Interaction Code Modules Implemented
On Track

1.3.1.3.2.1
1
Q4
Elastic/Plastic Material Models for Metals Implemented into SIERRA Infrastructure
On Track

1.3.1.3.2.2
1
Q4
Implement Abel-Like Foam Decomposition Model in Integrated ASCI Codes to Support Weapons Safety Simulations
On Track

1.3.1.3.2.3
1
Q4
Implement v2-f Turbulence Models in Integrated ASCI Codes to Support Weapons Safety Simulations
On Track

1.3.1.3.3
1
Q4
Complete Extension of DENSIFY Code to 3-D and Validate (PZT)
On Track

1.3.1.3.3
2
Q4
Complete Simulations and Visualization of the Electromechanical Response of a Porous Polycrystal Sample Meshed with More than 10 Million Elements


1.3.1.4.1
1
Q4
Complete Development and implementation, into SACCARA, of Detached Eddy Simulation Capability
On Track

1.3.1.4.2
1
Q4
Develop buoyant-Turbulence Model that Permits More Accurate Simulation of Pool Fire Scales
On Track

1.3.1.4.3
1
Q4
For Aluminum Honeycomb, Complete Numerical Constitutive Experiments with Cell Level Crush and Stability Models for Complex Load Paths
On Track

1.3.1.4.4
1
Q4
For Thermosetting Polymers, Complete Formalism for Adhesive Failure
On Track

1.3.1.5
1
Q4
Nonlinear Solvers Research Effort: Apply initial in exact Newton Method with Dynamic Convergence Criteria and Backtracking Globalization to Goma Polymer Encapsulation Simulation for Neutron Generator Manufacturing Milestone Calculation
On Track

1.4.1.1
1
Q4
Joint Models


1.4.1.2
1
Q4
Modeling of Plastic Materials


1.4.1.3
1
Q4
Dynamic Response Multiphase Mixture Model


1.4.1.4
1
Q4
Constitutive Models for Hard Targets
On Track

1.4.1.5
1
Q4
Mesoscale Modeling of Explosive Composites


1.4.1.6
1
Q4
Saturation-based Subgrid Models


1.4.1.7
1
Q4
Compressible Turbulence Models
On Track

1.4.1.8
1
Q4
Plasma Attentuation in SACARRA
On Track

1.4.1.9
1
Q4
Multiconductor Cable Subgrid Models


1.4.1.10
1
Q4
Thin Dielectric Subgrid Models


1.4.1.11
1
Q4
Transformer Model
On Track

Issues/Concerns

We continue to be confronted by concerns in the M&PM Program that are typical to other ASCI Programs; for example, availability of ASCI Red for large calculations and robustness of JAS3D on this platform.  

Personnel shortages continue to impact work required for the completion of our milestones.  In some cases, work is delayed due to a lack of personnel.  The time required for replacing personnel moving to new positions has also resulted in lost manpower for some of our projects.

Another unrelated concern is the availability of a detailed chemistry model to describe the thermal decomposition of Able foam replacement.  The completion of a detailed model for Able foam by the end of the year seems improbable and will impact our ability to integrate this model into the ASCI codes to support weapons safety simulations.

2.1
Problem Solving Environment (PSE)

Program Element Manager Assessment

Several significant accomplishments have marked this quarter for PSE.  The first quarter's activities in support of the PS1.1 PSE Level 1 Milestone have been summarized and extensive documentation prepared for the April 10, 2001 Level 1 Milestone Review Panel presentations.  These activities span the entire range of application development exercised on the ASCI White 10 TeraOp machine at LLNL.  The review will be presented to a panel of 10 outside experts representing academic, industrial, and government organizations.
A new effort has been initiated to emphasize and address needs of the Applications Program Element.  Initially this is being done through a "Top 35" list of needs, as prepared by the Applications leads.  This effort is an outgrowth of joint internal discussions.  The work will tie more closely many existing PSE activities, such as problem setup and planning, and machine use to requirements of the APPs community.  We expect that this coordinated activity will continue into the FY02 IP planning process that will be starting shortly.  It also will lead to better coordination of the PSE projects with Applications developments.
Accomplishments

Significant accomplishments during this reporting period include:

· 2.1.0.1.2:  The IDEA/MAUI system has been ported to members of the Calore team for evaluation.  Others have expressed interest.
· 2.1.0.2.1:  MS#3 - Testing was completed, and HPSS 4.2 was available on 12/8/2000. 
· 2.1.0.3.2:  Sandia has completed developing and deploying SSH V2 with SNL's mods for Kerberos authentication, developing a Java RMI interface for the Generalized Security Framework, and enhancing the MIT Kerberos v5 GSSAPI libraries to provide enhanced capabilities.
Sandia has built a test lab in which to investigate the interoperability of Windows 2000, Kerberos/DCE, and Entrust.  We participated in the ASCI GFS/DFS Pathforward effort, which is directed toward a secure, high-performance distributed file system for future use by ASCI.  We gained a considerable amount of information from vendor responses to our RFI, which we can use to develop a roadmap for future security and distributed file system technologies.
· 2.1.0.4.2:  MS-2 - The system engineering studies of the Data Services and B-61 Cross-Cut Projects were completed.  The results will be presented at a review to be held April 26, 2001 in Albuquerque. 
MS-3 Preliminary results of System Modeling and Trade-off studies on the Data Services Cross-Cut project will be presented at a review to be held April 26, 2001 in Albuquerque.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s PSE program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, five of the seven scheduled milestones have been completed; one will be completed in Q3.  

PSE Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

2.1.0.1.1
1
Q1
10-TeraOPS SDE Milepost complete.
Complete

2.1.0.1.1
2
Q2
10-TeraOPS SDE Scalability Tests complete.
Cancelled

2.1.0.1.1
3
Q4
RTS Systems and Tools ready for NA-2.1 Milepost.
On Track

2.1.0.1.1
4
Q4
Initial environment software release for 30-TeraOPS Compaq System
On Track

2.1.0.1.2
1
Q4
Full-Platform ARES, Kull, and ALE3D simulations demonstrated using hypre.
LLNL

2.1.0.1.2
2
Q4
Performance comparison of Newton-Krylov-Multigrid and FAS Nonlinear Solvers for problems of interest at the laboratory documented.
LLNL

2.1.0.1.2
3
Q4
Demonstrate applicability of object-oriented frameworks for future ASCI codes.
LLNL

2.1.0.1.2
4
Q4
First release of code characterization test suite.
LLNL

2.1.0.1.2
5
Q4
IDEA system enhanced and new applications added.
On Track

2.1.0.1.2
6
Q4
Advanced linear, nonlinear, and grid algorithms implemented.
On Track

2.1.0.1.2
7
Q4
Performance analysis of selected ASCI application codes on 10-TeraOPS and 30-TeraOPS platforms.
LANL

2.1.0.1.2
8
Q4
Application code computer science support, performance analysis, and performance modeling in support of ASCI Milepost calculations and 10-TeraOPS and 30-TeraOPS platform ports.
LANL

2.1.0.1.2
9
Q4
Provide the UPS Library on the 30-TeraOPS platform in support of LANL application milepost calculations.
LANL

2.1.0.1.2
10
Q4
Provide the POOMA framework on the 30-TeraOPS platform in support of LANL application milepost calculations.
LANL

2.1.0.2.1
1
Q1
HPSS R4.3 design completed
Complete

2.1.0.2.1
2
Q1
HPSS R5.0 studies and prototyping completed.
Delayed to Q3

2.1.0.2.1
3
Q2
HPSS R4.2 delivered.
Complete

2.1.0.2.1
4
Q3
HPSS R4.3 coding complete.
On Track

2.1.0.2.1
5
Q3
HPSS R4.2 deployed in unclassified and classified centers.
On Track

2.1.0.2.1
6
Q4
FY02 I/O architecture report delivered.
Not Required

2.1.0.2.2
1
Q4
Verify OS-bypass functionality and performance in target environment.
Cancelled

2.1.0.2.2
2
Q4
Test and verify performance of parallel sockets library.
LLNL

2.1.0.2.2
3
Q4
Extend ST/GSN hardware and software capabilities.
LANL

2.1.0.2.2
4
Q4
ASCI Blue Mountain and 30-TeraOPS system interconnect and external network support.
LANL

2.1.0.2.3
1
Q1
Speed and reliability of platform partner file systems verified.
Not Required

2.1.0.2.3
2
Q4
Prototype portable, parallel file system with performance enhancements delivered.
On Track

2.1.0.2.3
3
Q4
Speed and reliability of intermediate I/O libraries verified.
On Track

2.1.0.2.3
4
Q4
Prototype end-to-end I/O for scalable data services deployed.
On Track

2.1.0.3.1
1
Q4
Prototype IP over DWDM.
On Track

2.1.0.3.1
2
Q4
Prototype GE-based computational plant.
On Track

2.1.0.3.1
3
Q4
Demonstrate a prototype bandwidth broker for dynamic network resource provisioning.
Cancelled

2.1.0.3.1
4
Q4
Deliver data compression/decompression hardware for delivering digital video over Ethernet.
On Track

2.1.0.3.1
5
Q4
Demonstrate prototype elements for high-speed IP encryption.
Cancelled

2.1.0.3.1
6
Q4
Demonstrate a Linux based driver for Infiniband prototype hardware.
On Track

2.1.0.3.2
1
Q1
DCE/DFS Software available on the 10-TeraOPS system, providing access to the Sierra Code Repository at SNL.
Complete

2.1.0.3.2
2
Q2
Completed enhancements to Multi-Lab security infrastructure and services.
Delayed to Q1 FY02

2.1.0.3.2
3
Q4
Published report assessing viability of new security and distributed file system technologies and standards.
On Track

2.1.0.3.3
1
Q2
Remote access provided to ASCI White.
LLNL

2.1.0.3.3
2
Q3
Deploy a DRM system on the 30-TeraOPS system.
LANL

2.1.0.4.2
1
Q1
Completion of PSE subproject-specific planning documents for software configuration management, software quality assurance, requirements definition, peer review, and product engineering SPI key process areas.
LLNL

2.1.0.4.2
2
Q1
Completion of system engineering studies of the Data Services and B-61 Cross-Cut Projects.
Complete

2.1.0.4.2
3
Q4
Complete system design modeling and trade-off studies for the Data Services and B-61 Cross-Cut Projects. (*The B-61 Cross-Cut part of this activity has been cancelled.)
On Track

2.1.0.4.3
1
Q1
Complete integration of the MuSST Machine.
LLNL

2.1.0.4.3
2
Q3
Integration of IBM Double-Double Switch Technology on MuSST.
LLNL

Issues/Concerns
None.

2.2
DisCom2

Program Element Manager Assessment

The effort this quarter was focused on meeting the DC-1.1 Level 1 Milestone, "Distance computing environment available for use on the 10-TeraOPS ASCI system."  The DC-1.1 milestone was successfully met on schedule.  All milestone formal testing was completed on March 28, 2001.  Due to the focus on the Level 1 milestone, three milestones were delayed to Q3.  Others were delayed awaiting a decision on FY01 Cplant procurement.
Accomplishments

Significant accomplishments during this reporting period include:

· 2.2.0.2.2:  All three sites received accreditation for the DRM/Grid services.  This was a critical task in completing the DisCom2 Level 1 Milestone DC-1.1.  All tasks related to the Level 1 Milestone were completed, and the set of tests defined for Level 1 Milestone DC-1.1 was completed successfully.
· 2.2.0.2.3:  The DRM security software is working correctly, and the DRM implementations at SNL, LLNL, and LANL have been accredited by DOE for use between/within the sites and over SecureNet.
· 2.2.0.2.4:  MS#2 - The XCUT model manager is using both the UBOMB (Unclassified Bomb) and a full B83 system model for its functional tests.  It will be used to assemble and manage the multiple versions of the production model of the B83 in the structural analysis department at Sandia. 
· 2.2.0.3.1:  As part of MS#2, the CplantTM system software has been released as open source under the GNU General Public License.
· 2.2.0.4:  The ASCI/DC-1.1 Level 1 Milestone was completed.  In accomplishing the Level 1 Milestone, the DisCom2 team made big strides in four areas:  1) Providing users at all three labs with information about the ASCI/White computing environment in both open and secure networks; 2) Providing high speed data migration capabilities over a secure high-speed parallel wide-area network interconnecting the ASCI computer centers; 3) Providing new grid services that enable users to submit and monitor jobs on the ASCI White machine at LLNL easily and without logging into the White machine; and 4) Providing a new level of coordinated operational support among the three labs for the environment enabling the remote usage of White.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s DisCom2 program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, eight of the 15 scheduled milestones have been completed; seven will be completed in Q3.

DisCom2 Program Milestone Status Log

WBS
MS 
DUE
DESCRIPTION
STATUS

2.2.0.1.1
1
Q1
Demonstrate the DisCom2 WAN Parallel Architecture and functionality with initial ASCI WAN Bandwidth.
Complete

2.2.0.1.1
2
Q2
Deploy and validate for general availability (GA) the DisCom2 WAN communications at OC-48 between Labs.
Delayed to Q3

2.2.0.1.1
3
Q3
Demonstrate high-speed file movement at OC-48 data rates to be GA between platform and remote sites.
On Track

2.2.0.1.1
4
Q2
Collaborate to develop high-speed encryption.
Delayed to Q3

2.2.0.1.1
5
Q3
Determine ASCI WAN Bandwidth Upgrade requirements.


2.2.0.1.1
6
Q4
Demonstrate solutions for optimal end-to-end machine throughput.
On Track

2.2.0.1.1
7
FY02 Q2
Collaborate to develop high-speed encryption.
Not Required

2.2.0.1.1
8
Q4
Complete deployment of unified data movement applications.
On Track

2.2.0.1.2
1
Q2
Conduct review of Application Service Center design.
Delayed to Q3

2.2.0.1.2
2
Q4
Deploy the DisCom2 Application Services Center.
On Track

2.2.0.1.2
3
FY02 Q2
Deploy the DisCom2 Application Services Center in classified environment.
On Track

2.2.0.1.2
4

Provide Operational Support Processes – Ongoing.
On Track

2.2.0.1.2
5
Q2
Convert SNL and LANL ASCI codes to run on White.
Delayed to Q3

2.2.0.1.2
6
Q3
Deploy storage services that balance the performance of the White Platform and the ASCI Bandwidth.
On Track

2.2.0.1.2
7
Q2
Modify prototype (Production Assistant) job submission scripts for inclusion by DRM activities.  Maintain prototype tools for remote sites that are not part of the DRM environment.
Not Required

2.2.0.1.2
8
Q4
Create an ASCI Collaboration Extranet at KCP.


2.2.0.1.2
9
FY03 Q1
Demonstrate unclassified job submission from DCP to SNL with new network corridor with visualization at KCP.
Not Required

2.2.0.1.2
10
Q1
Develop and deploy "yellow" network connectivity at Y-12.
Not Required

2.2.0.1.2
11
Q3
Establish ATM connectivity to Manhattan.
Not Required

2.2.0.1.3
1
Q3
Publish analysis report on WAN performance.


2.2.0.1.3
2
Q3
Deploy an integrated virtual NOC to support the Applications Services Center.
On Track

2.2.0.2.1
1
Q1
Demonstrate operational Nov00 CR that highlights multi-lab single computing fabric to access CPlantTM, and the three 3-teraOPS systems.
Complete

2.2.0.2.1
2
Q3
Demonstrate operational May01 CR that highlights 10-TeraOPS multi-lab user environment, and includes integration/deployment of parallel WAN architecture and applications.


2.2.0.2.1
3
Q4
Release updated system description operational model.


2.2.0.2.2
1
Q1
DRM infrastructure for classified computing resources deployed.
Complete

2.2.0.2.2
2
Q2
Remote job submission for platform for multi-lab users demonstrated.
Complete

2.2.0.2.2
3
Q2
Operational DRM support services deployed per the CR.
Delayed to Q3

2.2.0.2.2
4
Q3
DRM user environment and application support services deployed in accordance with the CR.
On Track

2.2.0.2.2
5
Q3
FY03 DRM infrastructure for noncompute resources designed.
On Track

2.2.0.2.2
6
Q4
Advanced scheduling alternatives evaluated and demonstrated.
On Track

2.2.0.2.3
1
Q1
Accreditation of DRM and other supporting security capabilities to enable Q1 FY01 capability release that highlights multi-lab single computing fabric.
Complete

2.2.0.2.4
1
Q4
Demonstrate a high-performance component architecture for software framework integration on ASCI systems.
On Track

2.2.0.2.4
2
Q2
Demonstrate model assembly and problem setup using the SIENA Framework and Model Manager Plugin on a distributed ASCI system for a generic hardware system analysis using PRONTO.
Complete

2.2.0.2.4
3
Q3
Deploy model assembly and problem setup capabilities on an ASCI platform for system weapon analysis.
On Track

2.2.0.2.4
4
Q4
Develop and deploy enhanced model assembly and problem setup capabilities using the SIENA Framework and Model Manager Plugin on a distributed and secure ASCI system for weapon system analysis.
On Track

2.2.0.2.4
5
Q4
Perform customer requirement analysis for the simulation analysis post-processing and the weapon design domains.
On Track

2.2.0.2.4
6
FY02
Develop and deploy archiving of limited D-A-M artifacts, limited simulation study and post-processing analysis, and limited geometry management using the SIENA Framework and Archive Manager, Study Manager, and Geometry Manager Plugins on a distributed and
Not Started

2.2.0.2.4
7
FY02
Develop and deploy archive management, simulation study and post-processing management, and geometry management of any D-A-M artifacts using the SIENA Framework and Archive Manager, Study Manager, and Geometry Manager Plugins on a distributed and secure A
Not Started

2.2.0.2.4
8
FY03
Develop and deploy SIENA Framework, Model Manager Plugin, Archive Manager Plugin, Study Manager Plugin, and Geometry Manager Plugin on a federated, distributed, and secure ASCI system for weapon system analysis (between Sandia and another lab).
Not Started

2.2.0.2.4
9
Q4
Deploy on ASCI platforms a scalable, integrated meshing componenets (including GJOIN v2.0), usable both as a standalone tool and as an integrated tool with the SIENA Framework.
On Track

2.2.0.2.4
10
Q4
Develop scalable, persistent, in-core, CCA-compliant integrated data service component interface specifications and deploy the component implementation on ASCI platforms.
On Track

2.2.0.2.4
11
Q4
Deploy a production CCA-compliant implementation of ESI/FEI solver frameworks on ASCI platforms.
Not Started

2.2.0.3.1
1
Q2
Enhanced production environment tools deployed.
Complete

2.2.0.3.1
2
Q2
Technology transfer package completed.
Complete

2.2.0.3.1
3
Q3
Performance enhancements deployed.
On Track

2.2.0.3.1
4
Q4
Enhanced capabilities deployed.
On Track

2.2.0.3.1
5
Q4
Demonstrate a high-performance shared file system on a Linux cluster.
On Track

2.2.0.3.2
1
Q3
CPlantTM FY01 hardware integrated and tested.
On Track

2.2.0.3.2
2
Q4
Operational tools for cluster monitoring and diagnostics deployed.
On Track

2.2.0.3.3
1
Ongoing
CPlantTM production operations and management - ongoing.
On Track

2.2.0.3.3
2
Ongoing
Enhance operations, system management, and production level capabilities and ease of use - ongoing.
On Track

2.2.0.3.3
3
Q1
Deploy most recent computational elements into each of Sandia's three networks – Red/Yellow/Green.
Delayed to Q3

2.2.0.3.4
1
Q2
CPlantTM FY01 procured nodes installed.
Delayed to Q3

2.2.0.4
1
Q3
External Review of Milepost DC-1.1 "Distance-Computing Environment Available for Use on the 10-TerOPS ASCI System."
On Track

2.2.0.4
2
Q4
Review program and complete FY02 Implementation Plan.
On Track

Issues/Concerns

Staffing continues to be an issue.  Full-scale development of the SIENA framework has not proceeded, limited by staffing and by the desire to integrate the activity with Sandia's Nuclear Weapon Information Architecture (NWIE).
2.3
PathForward

Program Element Manager Assessment

Compaq PathForward Project:  There have been some schedule setbacks in the Compaq PathForward project; however, the largest demonstration of the original project milestones is now on track to be completed.  The final demonstration is at risk of being completed on time, but it is a small demonstration and not a major part of the contract.
Of all of the original ASCI PathForward projects, the Compaq project has had the most impact on the ASCI Program to date.  It has resulted in Compaq becoming a major player in high-end computing and a supplier of the ASCI Q machine.  In addition, the current project is being extended for two additional years for further interconnect development work.
Accomplishments

Significant accomplishments during this reporting period include:

· 2.3.0.1.2:  Product delays in the availability of PCI-X I/O bus based Alpha systems and delays in the production of fiber optic links for Quadrics switches and adaptors could impact 
Demo 3.
The 32 processor SMP computer systems have been received and are not being integrated with the Quadrics interconnect.  Testing of this large, 512-processor system will begin soon.

Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s DisCom2 program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, the scheduled milestone has been delayed and will be completed in Q3.  

PathForward Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

2.3.0.1.2
1
Q2
Engineering work for Demo 3.
Delayed to Q3

2.3.0.1.2
2
Q3
Continued engineering work for Demo 3.
On Track

2.3.0.1.2
3
Q4
Continued engineering work for Demo 3 - stage and run 

Demo 3.
On Track

Issues/Concerns

None.

2.4
Visual Interactive Environment for Weapons Simulation (VIEWS)

Program Element Manager Assessment

Significant progress has been made in assembling a prototype of a Data Services system.  We have defined the system components to take advantage of existing activities in the VIEWS, PSE, and DisCom program elements.  Parts of the system have been experimentally prototyped with real data sets.  A complete system analysis is being prepared to identify gaps and overlaps in the defined component.  This system is on track for a FY01 Q4 prototype demonstration.
A new effort has been initiated to emphasize and address needs of the Applications Program Element.  Initially this is being done through a "Top 35" list of Apps needs, as prepared by the Applications leads.  This effort is an outgrowth of joint internal discussions.  The work will tie more closely many existing VIEWS activities, such as Data Services, rendering, and visualization to requirements of the APPs community.  We expect that this coordinated activity will continue into the FY02 IP planning process that will be starting shortly.  It also will lead to better coordination of the VIEWS projects with Applications developments.
Accomplishments

Significant accomplishments during this reporting period include:

· 2.4.0.1.2:  MS#4 - Paper describing our results for sort-last cluster-based rendering has been accepted for publication in a special issue of IEEE Computer Graphics & Applications on Large Data Visualization (summer).  We developed new software that extends our sort-last rendering work to multi-tile displays.
MS#6 - We demonstrated the ability to run CEI's Ensight server-of-servers on the LLNL White machine and display results locally.

· 2.4.0.1.5:  MS#1 - The project has successfully demonstrated a rudimentary end-to-end integration of the Data Services infrastructure from desktop to data-service cluster hardware.  The demo launches a "Hello World" CCA (Common Component Architecture) component on the cluster from a desktop-webtop interface.
· 2.4.0.3.3:  MS#1 - Support of the SIERRA ASCI Level 1 Milestone NN-0.2, Architecture for Coupled Mechanics Running at all NWC Sites, concluded this quarter with successful presentation of visual result at the mid-January Major Milestone Review meeting.
MS#2 - The ASCI/VIEWS Corridor Laboratory is essentially complete.  Operational testing will be completed for 'ribbon cutting' events in June.  The Corridor is available to support Application program requirements.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s VIEWS program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Of the three scheduled milestones, two have been completed, and one will be completed in Q3.
VIEWS Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

2.4.0.1.1
1
Q4
DAP-1.  Delivery of a prototype Query System that demonstrates fast, approximate ad-hoc queries over models of 0.3 terabyte of mesh data.
Not Required

2.4.0.1.1
2
Q1
DAP-2.  Deployment of prototype end-to-end data services architecture system with optimized access to storage resources.
Complete

2.4.0.1.1
3
Q1
DMF-1.  Production release of SAF.
Complete

2.4.0.1.1
4
Q4
DMF-2.  SAF and CDM solutions deployed with at least a total of three new ASCI codes within the multi-lab and alliances.
On Track

2.4.0.1.1
5
Q4
DMF-3.  First phase of the next generation, multi-lab DMF solution specified, designed, and implemented.
Delayed to FY02

2.4.0.1.1
6
Q4/FY02
DMF-4.  Production release of next generation, multi-lab DMF solution.
Delayed to FY03

2.4.0.1.1
7
Q4
MIA-1.  Delivery of SimTracker generalized to function within a wider range of computing architectures and infrastructures.
On Track

2.4.0.1.1
8
Q4
MIA-2.  Metadata tools and infrastructure upgraded to production quality and widely available to multi-lab users.
On Track

2.4.0.1.1
9
Q4
MIA-3.  Generation, release, and initial implementation of a design document detailing a unified metadata strategy including DMF and data discovery tools.
On Track

2.4.0.1.1
10
FY02 Q3
MIA-4.  Metadata tool architecture integrated into a framework that includes configuration control and metadata management of modeling and meshing codes.
On Track

2.4.0.1.1
11
Q3
DD-1.  The release and demonstrated scalability of key data discovery algorithms.
On Track

2.4.0.1.1
12
Q4
DD-2.  The release and application of the computational thumbnails software technology.
Not Required.

2.4.0.1.2
1
Q4
Demonstrate prototypes integrating multiresolution visualization research, data management, and exploration technologies with visualization tools.
On Track

2.4.0.1.2
2
Q3
Demonstrate a collaborative shared immersive capability.
On Track

2.4.0.1.2
3
Q3
Deliver the specification of capabilities/tools to be deployed in V1 corridors.
On Track

2.4.0.1.2
4
Q4
Deliver an initial tool set for effective rendering on cluster-based, scalable graphics systems.
On Track

2.4.0.1.2
5
Q3
Demonstrate a prototype of a VTK-based scalable end-user visualization tool.
On Track

2.4.0.1.2
6
Q3
Deliver next-generation distance visualization solution(s).
On Track

2.4.0.1.2
7
Q3
Prototype implementation of a standard distributed parallel rendering API.
On Track

2.4.0.1.2
8
Q1
Deliver visualization support for the Secondary Burn Code Mileposts.
LANL/LLNL

2.4.0.1.2
9
Q4
Deliver visualization support for the Nonnuclear Applications Milepost.
On Track

2.4.0.1.5
1
Q4
Deploy a data service prototype.
On Track

2.4.0.1.5
2
Q4
Complete specification of a longer term architecture and design.
On Track

2.4.0.1.5
3
Q4
Demonstrate a scalable data service in combination with scalable visualization services.
On Track

2.4.0.1.5
4
Q2
Deliver a limited set of data service enhancements in support of remote use of LLNL ASCI White Environment.
Delayed to Q3

2.4.0.2.2
1
Q2
B111 Corridor Facilities available for users.
LLNL

2.4.0.2.2
2
Q2
Building 451 unclassified visualization theater available for users.
LLNL

2.4.0.2.2
3
Q3
Visualization Corridor Phase 2 completed.
Delayed to FY02

2.4.0.2.2
4
Q4
Existing LANL Corridor hardware upgraded.
LLNL

2.4.0.2.2
5
FY02 Q1
SCC Secure PowerWall Facility available for users.
LLNL

2.4.0.2.2
6
FY02 Q2
SCC Secure and Open Collaboratory Facilities available for users.
LLNL

2.4.0.2.2
7
Q2
Procurements of critical archive hardware procurements completed.
Not Required

2.4.0.2.2
8
Q3
Storage technology performance report delivered.
LLNL

2.4.0.2.2
9
Q4
New archive hardware integration completed.
LLNL

2.4.0.2.2
10
Q2
Procurements of equipment to upgrade network for White completed.
LLNL

2.4.0.2.2
11
Q4
Implementation of multi-node parallel FTP and MPI/O completed.
Not Required

2.4.0.2.2
12
Q4
Visualization delivery network for the SCC implemented.
Not Required

2.4.0.2.3
1
Q2
Testbeds with MuSST hardware upgraded.
Not Required

2.4.0.2.3
2
Q3
Multi-lab and university partnership technology tested and evaluated.
On Track

2.4.0.3.3
1
Q4
Deliver user visualization tools and support for analysis of 3-D dynamic response applications.
On Track

2.4.0.3.3
2
Q4
Deliver advanced facility support to meet application program requirements.
On Track

2.4.1.1.1
1
Q4
Complete initial evaluation of alternate technologies for scalable high performance cluster computing.
On Track

2.4.1.1.1
2
Q4
Deploy software tools for automating mesh generation of representative weapon structural assemblies.
On Track

2.4.1.1.1
3
Q4
Demonstrate prototype hardware and software architectures for advanced scientific data analysis.
On Track

2.4.1.1.1
4
Q4
Implement branch-and-cut algorithms in the PICO MIP Optimization Code.
On Track

2.4.1.1.2
1
Q4
Identify high performance numerical methods and mesh management techniques for ALE codes.
On Track

2.4.1.1.2
2
Q4
Demonstrate an improved user interface and algorithms for atomistic and molecular-scale materials calculations.
On Track

2.4.1.1.2
3
Q4
Demonstrate improved analysis and post-processing environments for system-level modeling.
On Track

2.4.1.1.3
1
Q4
Identify principles for network immune response under constrained resource conditions.
Not Started

2.4.1.1.3
2
Q4
Implement agent collaboration, coordination, negotiation, and advanced agent conversation into multi-agent system.
Not Started

Issues/Concerns

None.

3.1
Physical Infrastructure and Platforms

Program Element Manager Assessment

ASCI Red Disk System Upgrade:  Porting of a fiber channel driver to ASCI Red's TOS operating system is now in the testing stage and will be completed in Q3.  Because of the progress on the driver port, we are now ready to go ahead with the disk system procurement.  We have price quote information from the VIEWS disk system procurement that is applicable to the ASCI Red disk system upgrade.  Placement of a contract for the disk system upgrade should be completed by the end of Q3 with delivery of the hardware in Q4.

Accomplishments

Significant accomplishments during this reporting period include:

· 3.1.1.1.1:  Work on completion of milestone 1 was delayed by the transition in the system management of ASCI Red from Intel to Sandia.  However, this work is now progressing, and a Fiber Channel driver has been ported to ASCI Red's TOS operating system and is undergoing testing.  A decision to go ahead with the purchase of the disks has been made.
Milestone 2 was delayed by the need to make progress on milestone 1 before committing to the disk system purchase and by a desire to coordinate this disk system purchase with a large VIEWS disk system purchase.  We are now ready to proceed with the disk system purchase.  Based on the results of the VIEWS disk system RFQ responses, we will be able to save over $500K compared to price quotes that we received in Q4 of FY00.

· 3.1.1.1.2:  Work accomplished to add GE switching to TeraOPS LAN and was demonstrated during DisCom Level 1 Milestone DC1.1.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s Stockpile Computing program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year to date, one of the five scheduled milestones have been completed; three will be completed in Q3.
Physical Infrastructure & Platforms Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

3.1.1.1.1
1
Q1
Fiber Channel Driver Code integrated into TOS test-bed environment.
Delayed to Q3

3.1.1.1.1
2
Q1
Purchase fiber channel disks, controllers, and host bus interface cards.
Delayed to Q3

3.1.1.1.2
1
Q2
Add GE switching to TeraOPS LAN.
Complete

3.1.1.1.2
2
Q1
Add GE interfaces to TeraOPS.
Delayed to Q4

3.1.1.1.3
1
Q1
Add additional capacity to mid-range servers.
Delayed to Q3

Issues/Concerns

None.

3.2
Ongoing Computing

Program Element Manager Assessment

With this second quarter report, Ongoing Computing will assume reporting responsibilities for operations aspects of ASCI platforms (ASCI Red and CplantTM) and mid-range systems previously reported under the Physical Infrastructure and Platforms program element.
The overall system reliability of ASCI Red has suffered this quarter due to an increase in software failures.  These failures are present on both the unclassified system and the classified side of ASCI Red.  Occurrence of failure is much higher on the unclassified system with disruptions occurring much more frequently than in the past.  Sandia personnel and contract support analysts have been analyzing and diagnosing the failures and developing corrective patches to the TeraOp Operating System (TOS) and the Cougar micro-kernel.  Problems persisted through the end of the quarter with only minor improvements in the system reliability.  The reduction in productivity 
associated with ASCI Red was anticipated based on transition of responsibility from Intel to Sandia and Compaq service personnel.  However, the impact has been higher than anticipated.  We have addressed this issue by expanding the number of analysts working on the problems and hope for improvements in the next quarter.  Further delays may impact FY01 Q4 milestone calculations.
The Ongoing Computing budget will likely be exceeded due to higher than anticipated costs for contractor support of ASCI Red and high maintenance expenses for mid-range systems.  Plans for reducing maintenance expenses for the third and fourth quarters of FY01 and into FY02 are being developed.  In addition, support for ASCI Applications milestones due in Q4 FY01 will require expansion of network and file system services beyond the central computing facility in the classified environment.  Prototypes of this new capability are being planned for Q3 within the restricted network.  Transition to the classified network is planned for late Q3 or early Q4.  Some realignment of personnel tasking and equipment purchase will be necessary to support this requirement.

Production use of CplantTM platforms has increased this quarter with Alaska and Siberia being added to the monthly usage statistics reports.  Integration of the Antarctica systems into production networks is progressing with hopes that they can be released to general customers in Q3.  The open network CplantTM system named West is on-line and available.  Classified production on Barrow continues.
Shortages in personnel have been remedied by adding system administrators this quarter, and continuing recruiting efforts for recent graduates have provided some optimism for obtaining help in the future.
Accomplishments

Significant accomplishments during this reporting period include:

· 3.2.1.1.1:  MS2 - Preliminary Gigabit Ethernet infrastructure is in place in High Performance Computing LAN and was used to support DC 1.1 DisCom Milestone work.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s Stockpile Computing program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  The milestone that was due this quarter will be completed in Q3.

Ongoing Computing Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

3.2.1.1.1
1
Q3
Integrate increased disk storage capacity on ASCI Red.
On Track

3.2.1.1.1
2
Q4
Integrate Gigabit Ethernet interfaces into the High Performance Computing LAN.
On Track

3.2.1.1.1
3
Q2
Integrate increased disk storage capacity on SGI Onyx2 platforms.
Delayed to Q3

Issues/Concerns

· 3.2.1.1.1:  MS1 - Slowed due to manpower shortages.  May delay implementation to Q4.
4.1 Alliances

Program Element Manager Assessment

An ASCI University Alliances session was organized in the Annual ASCI PI meeting at Los Alamos on January 23, 2001.  All Level I Center PI's attended the meeting and presented technical progresses to the ASCI community.  The talks were well received.  This is a worthwhile activity that serves to increase university-lab interactions and promotes more collaborations. 
The ASCI Execs have given the go-ahead to recompete the ASCI University Alliances Level II Program.  All 13 current projects will have finished their contracts by October 1, 2001.  Expression of Interest statement has been issued, and 44 proposals are currently under review.  Full proposals will be by invitation only and will be requested in May 2001.  The plan is to select the awards by August 2001.
4.2
Institutes

Program Element Manager Assessment

The Computer Science Research Institute continues to expand and is having an increasing impact on CS research at Sandia.  This is evidenced by both the increasing number of visitors and by the increasing number of proposals received for consideration.
Accomplishments

Significant accomplishments during this reporting period include:

· 4.2.1:  The CSRI hosted 37 short-term visitors (less than one month) and three long-term visitors during the second quarter of FY01.  A 24-hour course on optimization was held.  In addition, the CSRI executive board has approved seven new proposals for long-term participation and projects.
· The CSRI also hosted the First Workshop on Large-scale PDE-constrained Optimization on April 4-6, 2001.  Recent advances in algorithms, software, and high performance computing systems have resulted in ability to simulate physical systems governed by partial differential equqations (PDEs) using millions of variables, thousands of processors, and multiple physics interactions.  As PDE solvers mature, there is increasing interest from industry and the national labs to solve design and optimization problems for physical systems that are governed by PDEs.
The central question addressed by this workshop was how to endow modern large-scale PDE solvers with optimization capabilities.  Specific goals of the workshop were to:

· Identify needs and opportunities for PDE-constrained optimization in industry and the national defense laboratories. 
· Assess the state-of-the-art in PDE-constrained optimization.
· Identify barriers to optimization presented by modern highly parallel PDE simulation codes.
· Discuss promising algorithmic and software approaches for overcoming these barriers.
The PDE and optimization communities often have very different ideas on how to overcome the "barriers" to large-scale PDE-constrained optimization in practical applications, and there was much spirited discussion by participants on these issues.
Participants in this workshop include researchers from Carnegie Mellon, Rice, Courant Institute, Florida, Michigan Tech, Old Dominion, William and Mary, North Carolina, Utah, Virginia Tech, Northwestern, Villanova, Exxon, and Boeing as well as NASA and DOE laboratories.  
· Administratively, we are preparing for a large number (over 30) of summer visitors.  This has involved additional facilities work to add space and extend our computer network infrastructure.  The computer network work has been completed as we have installed a new server/thin client network that can be easily managed and adapted for CSRI visitors and give visitors easy network access.
Milestone Status Report

The following table provides the status of the FY01 milestones for Sandia’s Institutes program as of March 31, 2001.  The milestone status report contains key FY2001 Implementation Plan (as amended March 2001) milestones.  The milestones are listed by project corresponding to the order found in the Implementation Plan.  Year-to-date, all of the scheduled milestones have been completed.  

Institutes Program Milestone Status Log

WBS
MS
DUE
DESCRIPTION
STATUS

4.2.1
1
Q1
Complete FY00 Annual Report.
Complete

4.2.1
2
Q1
Complete revision of technical focus areas and technical plan.
Complete

4.2.1
3
Q2
Complete electronic and communications infrastructure.
Complete

4.2.1
4
Q3
Complete implementation of revised space plan.
On Track

4.2.1
5
Q4
Implement administrative management plan.
On Track

Issues/Concerns

Space continues to be a bottleneck.  Sandia facilities recently approved the addition of a mobile office building to the 980 complex for use by the CSRI, although it has not yet been delivered.  If it is delayed beyond May, we will need to seek space for both staff and CSRI visitors in other Sandia facilities.
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