	Milestone (ID#): Develop a high-level interprocessor communication network for petaflops computing (#36)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: 9/30/06

	ASC nWBS Subprogram: Computational Systems & Software Engineering

	Participating Sites: SNL

	Description: The interconnection network between processors in a supercomputer is one of the fundamental building blocks in massively scalable systems. To deliver general purpose petaflops scale computing, the network will need to deliver 30 gigabytes per second (per direction), 500 ns MPI latency, and 15 million messages per second of throughput. A high-level network architecture will be developed to deliver this level of performance for deployment in petaflops scale computers. The architecture will address network issues from the connection to the primary processor to the network interface architecture to the end-to-end reliability issue to the router architecture and topology to connect the nodes. The effort will include preliminary simulation studies to validate architectural design choices.

	Completion Criteria: A full specification of the high-level architecture including a specification of both the network interface and router that will be capable of delivering the performance needed for petaflops scale computing will be completed. The architecture specification will include functional diagrams illustrating the basic components required in both the network interface and router and their interconnection. The functional behavior of each block will be fully described along with the interaction between blocks.

	Customer: ASC as a procurer of systems leveraging the network technology. The analyst community as a user of those systems. The HPC industry as builders of the systems using the technology.

	Milestone Certification Method:

1 - A program review is conducted and its results are documented. 

2 - Professional documentation, such as a report or a set of viewgraphs with a written summary, is prepared as a record of milestone completion.

	Supporting Resources: FTE Funding will be required to support the design effort. Compute cycles will be required for preliminary simulation studies of network features.

	Codes/Simulation Tools Employed: Computer system and hardware simulation applications. ASC applications to provide input to drive network design choices.

	Contribution to the ASC Program: The ASC program is responsible for providing scalable computing resources to solve the most challenging problems in the weapons program. Recent studies indicate the need for petaflops scale computing and this effort is the first step in delivering the interconnection network that will be needed to support it.

	Contribution to Stockpile Stewardship: Stockpile Stewardship relies on scalable computing resources provided through ASC for weapons simulations in support of the Stockpile Stewardship mission. The scalability of these resources depends on high performance networking capabilities.

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	The MPI bandwidth, latency, and message throughput objectives may not be achievable given the limitations of technology in the timeframe where petaflops scale computing is expected. The risk has been mitigated by preliminary analysis that indicates technology can definitely approach these objectives. 
	Low
	medium
	medium



